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Abstract—This paper presents a synaptic weight association training (SWAT) algorithm for spiking neural networks (SNNs). SWAT merges the Bienenstock–Cooper–Munro (BCM) learning rule with spike timing dependent plasticity (STDP). The STDP/BCM rule yields a unimodal weight distribution where the height of the plasticity window associated with STDP is modulated causing stability after a period of training. The SNN uses a single training neuron in the training phase where data associated with all classes is passed to this neuron. The rule then maps weights to the classifying output neurons to reflect similarities in the data across the classes. The SNN also includes both excitatory and inhibitory facilitating synapses which create a frequency routing capability allowing the information presented to the network to be routed to different hidden layer neurons. A variable neuron threshold level simulates the refractory period. SWAT is initially benchmarked against the nonlinearly separable Iris and Wisconsin Breast Cancer datasets. Results presented show that the proposed training algorithm exhibits a convergence accuracy of 95.5% and 96.2% for the Iris and Wisconsin training sets, respectively, and 95.3% and 96.7% for the testing sets, noise experiments show that SWAT has a good generalization capability. SWAT is also benchmarked using an isolated digit automatic speech recognition (ASR) system where a subset of the TIT46 speech corpus is used. Results show that with SWAT as the classifier, the ASR system provides an accuracy of 98.875% for training and 95.25% for testing.
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I. INTRODUCTION

It is widely accepted that the brain’s computational ability is distributed across a connectionist system of neurons which communicate with each other using a complex web of synaptic connections. Much research has focused on emulating the functionality of the brain by building networks of neurons which can be trained to assign meaning to complex data patterns. However, these networks are limited in their computational ability because the level of understanding of brain functionality is still very much at the embryo stage. Despite this, a range of useful computations are possible with spiking neural networks (SNNs), even with relatively primitive coding and learning techniques. This realization has stimulated significant research on the development and deployment of SNN architectures that can be implemented in either hardware or software and used to inspire new computing paradigms. However, critical to the development of brain inspired computing is the ability of SNNs to learn from experience. This paper presents the learning algorithm, synaptic weight association training (SWAT), which is based on earlier work [1] where spike timing dependent plasticity (STDP) is combined with Bienenstock–Cooper–Munro (BCM) theory to implement a learning rule. The rule overcomes the need to cap synaptic weights because weight stabilization is achieved using the sliding threshold associated with the BCM model. The sliding threshold controls the magnitude of potentiation/depression using the activity history of the postsynaptic neuron. This, in essence, stops the neuron becoming unstable because, as its firing rate approaches its threshold frequency, the plasticity window is adjusted to ensure long term depression (LTD) dominates over long term potentiation (LTP) for subsequent weight updates. A similar approach to this has been reported [2], where the learning rule correlates weight updates with the current synaptic strength. However, this approach virtually eliminated competition between synapses and, to overcome this problem, activity-dependent synaptic scaling was introduced. Furthermore, it has also been shown that the parameters of STDP and BCM can be linked to result in a clearer understanding of how these two forms of plasticity are related [3]. However, this paper does not investigate how BCM can be combined with STDP to remove the need for capping the weights.

The SNN presented in this paper uses the merged STDP/BCM rule to train a network of spiking neurons and its performance is benchmarked using several benchmark problems. The SNN uses a feed-forward loop topology to connect the input to the hidden layer, similar topologies have been reported to exist in the hippocampus to facilitate adaptive filtering. The loop consists of inhibitory and excitatory facilitating synapses where their frequency transition from facilitation to depression is used to filter information, thereby routing it to different neurons in the hidden layer. A single-layer training neuron is used to determine the weights for all output neurons using the above rule. The weights are then mapped to the appropriate output neurons according to the relative occurrence of similar data across the classes.

Section II presents a brief review of the subject domain while Section III describes the SNN topology. This section also presents the STDP/BCM learning rule. Section IV discusses the neuron model used in the SNN, while Section V presents
experimental results using the Iris and Wisconsin Breast Cancer (WBC) datasets. Section VI discusses the robustness of SWAT, while Section VII benchmarks SWAT using an isolated digit automatic speech recognition (ASR) system. Finally, Section VIII draws conclusions to this paper.

II. REVIEW

To underpin the research presented in this paper, Part A of this section presents a brief review of SNN training algorithms, while Parts B and C review short- and long-term plasticity.

A. Training Algorithms

The first supervised training algorithm for SNNs [4], called SpikeProp, was an adaptation of the gradient-descent-based error-backpropagation method [5]. SpikeProp overcame the problems inherent to SNNs using a gradient-descent approach by allowing each neuron to fire only once. However, since the neurons are allowed to fire only once, the algorithm can only be used in a time-to-first spike coding scheme. Therefore, training the network using patterns which consist of multiple spikes is not feasible. Further to this [6], a learning algorithm similar to the error-backpropagation method was presented, which trained a network of neurons based on their mean output firing rates. Although this method was found to generalize well with several engineering tasks, the network structure and method of input encoding lacked biological realism. In a different approach [7], a probabilistic gradient-descent method was employed that consisted of a biological-like learning window and an injected supervisory teacher signal. Again, this approach utilizes single spikes and therefore cannot learn patterns represented using spike trains.

Evolutionary strategies (ESs) have also been used to train SNNs. One such method [8] used ESs to optimize the weight and delay values of a three-layer fully connected feed-forward network. It outperformed the SpikeProp algorithm when tested on the XOR and Iris benchmark problems. However, since the algorithm was based on an ES, it was extremely time consuming to train. More recently, an online evolving SNN was implemented [9], which adds a new neuron to the output layer for each sample. If the weights of the new neuron are similar to any of the previously added neurons, then the two neurons are merged. In this way, the output is evolved to reflect the spatiotemporal patterns within the data. The main advantage of this algorithm is that training is completed in a single epoch and, whenever new data is presented to the network and a similar correlation is proposed for the network are based on the cross-correlation of data presented to the network and a similar correlation is proposed here, the weights are changed based on the relative occurrence of spikes across all classifications. STDP has also been used to train a SNN to perform a 2-D coordinate transformation, from polar to Cartesian coordinates, to produce a virtual map of haptic inputs [17]. This network was found to be more robust with better noise immunity than its classical counterparts.

An issue when developing a learning algorithm using STDP is that the outputs of the neurons can become increasingly unstable as the network learns [18], [19]. To remove this instability, the weights can be capped, which implies that the maximum value of the weight vector is predetermined and therefore bears no relation to the temporal characteristics of the input data. One such learning algorithm [20] that used the capping of weights between a maximum and minimum value was developed. It was tested on several benchmark problems and produced excellent results. However, this algorithm only used single spike event encoding. Stability issues were also addressed in other work [21] by implementing a ‘stop learning’ criteria which was based on the weighted sum of the input synapses and the activity of the neuron.

B. Use Dependency

Use dependency depends on the amount of resources available for the generation of postsynaptic potentials (PSPs) [22], where each time a presynaptic spike arrives at the synapse, a fraction of these resources is used. For a regular spike train, the PSPs generated will successively decrease in magnitude until they reach a level known as the stationary amplitude. When the frequency of the input is increased beyond a limit, the magnitude of the stationary amplitude decreases inversely with frequency. Therefore, the limiting frequency restricts the range over which the synapse can effectively transmit information. If all synaptic resources are activated at the same time, a PSP with a magnitude relative to the absolute synaptic strength can be generated, otherwise, the PSP is proportional to the percentage of resources activated. This type of synapse is known as a depressing synapse, the opposite of which is a facilitating synapse [23], [24]. A popular model for a depressing synapse [24] is described by

\[
\frac{dx}{dt} = \frac{z}{\tau_{rec}} - U_{SE} x(t_{sp} - 0) \delta(t - t_{sp})
\] (1)
where $x$, $y$, and $z$ are the fractions of resources in the recovered, active, and inactive states of the synapse, respectively. $\tau_{\text{rec}}$ and $\tau_{\text{in}}$ are the recovery and inactive state time constants respectively. $t_{\text{sp}}$ is the arrival time of an action potential and $U_{SE}$ is the utilization of synaptic efficacy. The current $I_{\text{syn}}^i$ that is received by the postsynaptic neuron from synapse $i$ is proportional to the fraction of resources remaining in the active state and is given by

$$I_{\text{syn}}^i = A_{SE} y_i(t)$$

where $A_{SE}$ is the absolute synaptic efficacy and $y_i(t)$ is the fraction of resources available to the synapse at time $t$. Equation (4) suggests that $A_{SE}$ can be interpreted as the weight and a formulation relating this parameter to LTP is used in the proposed learning algorithm. Equations (1)–(3) model the characteristics of a depressing synapse where the level of $U_{SE}$ remains constant. To model a facilitating synapse, $U_{SE}$ is allowed to grow every time there is an input spike at the synapse. $U_{SE}^1$ is therefore a running total of $U_{SE}$ over time. This evolution is given by (5), where $U_{SE}^1$ is the evolving state of $U_{SE}$, $U_{SE}$ is the step increase of $U_{SE}^1$ for each spike, and $\tau_{\text{facil}}$ is the relaxation time constant for a facilitating synapse. This model of a facilitating synapse is used throughout SWAT

$$\frac{dU_{SE}^1}{dt} = -\frac{U_{SE}^1}{\tau_{\text{facil}}} + U_{SE} \left(1 - U_{SE}^1\right) \delta(t - t_{\text{sp}}).$$

C. STDP and Activity Dependency

Traditional STDP-based learning algorithms calculate synaptic weight values associated with LTP using (6) and (7) where $\delta \omega$ is the synaptic weight change, $A_+$ and $A_-$ are the maximum value of weight potentiation and depression, respectively, $\tau_+$ and $\tau_-$ reflect the width of the plasticity window, and $\Delta t$ is the difference between pre and post firing times [18], [19], [25]. For $\Delta t < 0$ we have

$$\delta \omega = A_+ \exp\left(\frac{\Delta t}{\tau_+}\right)$$

and for $\Delta t \geq 0$

$$\delta \omega = -A_- \exp\left(-\frac{\Delta t}{\tau_-}\right).$$

These equations implement long-term weight potentiation/depression according to the temporal distribution of the pre and postsynaptic spikes. In the next section, we merge LTP/LTD with use dependency, which allows the training algorithm to modify the level of facilitation of the output layer synapses.

In addition to the STDP training rule, biological evidence exists to support the theory that synaptic plasticity depends on the history of activity of the postsynaptic neuron. This led to the development of the BCM model [26] and we use this rule to achieve convergence during training. BCM assumes a synaptic modification threshold $\theta_m$, which leads to either potentiation or depression depending on the postsynaptic activity at any given instant. As the output frequency of the neuron increases beyond $\theta_m$, the synaptic weight is potentiated and, if the frequency is less than $\theta_m$, the weight is depressed. Also, the activation threshold is not fixed but can be changed based on the prior average output activity of the postsynaptic neuron. Therefore, $\theta_m$ becomes a sliding value depending on the activity history of the postsynaptic neuron [27], for increasing activity, $\theta_m$ adjusts to ensure LTD and vice versa for decreasing activity. This mechanism for negative feedback is used here to modulate the height of the plasticity window associated with STDP, ensuring convergence during training.

The theory of synaptic plasticity underpins the work presented in the next section where we introduce a novel SNN topology which uses facilitating synapses. A STDP/BCM-based learning rule is developed and used to adjust the level of facilitation during the training period.

III. SNN Topology and Training

Part A of this section proposes a SNN topology that can be trained by a STDP/BCM-based rule to reflect similarities in the training data, across all the classes, in the post trained weight distribution. Part B describes the STDP/BCM learning rule.

A. SNN Topology

The SNN topology shown in Fig. 1 accommodates $n$ data classes where each class can have a different number of samples, $m_n$, and each sample has $s$ variables. The network therefore has $s$ input and $n$ output neurons and all input data values are mapped to the frequency domain. Hence each data sample will yield an output spike train from each of the $s$ input neurons and we detect these different firing patterns in the hidden layer. A tradeoff between computational effort and
biological plausibility is made here, where we use linear spike train encoding (constant interspike interval) of the input data. While we accept that biological networks use Poisson-like spike trains, the computational overhead for large networks would be excessive. However, the SNN presented in Fig. 1 can be extended to process information encoded in Poisson spike trains.

The hidden layer comprises identical arrays of neurons whose synapses act as frequency-selective filters, an array is assigned to each of the s input neurons and therefore there are s arrays. If the frequency selectivity of a particular “filter” synapse (its receptive field) associated with a neuron in the array is narrow and centered at $f_1$ with a pass band $\pm \delta f$, then only that neuron will fire if the spike train frequency from the input neuron is within $\delta f$ from $f_1$. However, if the spike train frequency changes by more than $\delta f$, then this neuron will cease firing and another neuron in the array is stimulated, and so on. Hence, at least one of the neurons in each array fires continuously for the duration of the stimulus. If the pass band of the entire array, which is the sum of all synaptic filter pass bands in the array, is broad enough, then as the input spike train frequency changes, different neurons in the array are stimulated and therefore one neuron in each of the $s$ arrays will fire for any of the samples. This process segregates the input data according to frequency and is a key processing step in the proposed topology.

To develop the ability to filter presynaptic inputs, the synapse is required to be sensitive to a band of frequencies. To achieve this, we propose a parallel combination of facilitating synapses consisting of an excitatory ($E_{fs}$) and an inhibitory ($I_{fs}$) synapse, as shown in Fig. 2. We propose this because the topology is very similar to feed-forward loops commonly found in the hippocampus [28] where excitatory and inhibitory synapses can selectively amplify high-frequency bursts, CA3 cells branch to have an excitatory input to CA1 cells and also activate inhibitory inter-neurons that provide a feed-forward inhibition onto the same CA1 cells. The feed-forward inhibition is locked in with the excitatory input from the CA3 and this locked property results in an excitatory/inhibitory postsynaptic response sequence in the CA1 cells that acts like an adaptive filter. The filtering occurs because both $E_{fs}$ and $I_{fs}$ switch from facilitation to depression where the switch has either a temporal dependency (in some cases) or a frequency dependency [28]–[31]. In the present case we investigate the latter.

Consider the case where the transition from facilitation to depression (switching) occurs at $f_1$ for $I_{fs}$ and $f_2$ for $E_{fs}$, where $f_1 < f_2$. In the situation where $f < f_1$, the postsynaptic responses from $E_{fs}$ cancel with that from $I_{fs}$ and no facilitation occurs. With $f_1 < f < f_2$, $I_{fs}$ is depressing with $E_{fs}$ facilitating, resulting in a facilitation postsynaptic response. For $f > f_2$, both $I_{fs}$ and $E_{fs}$ are depressing and consequently there is no postsynaptic response. Hence the feed-forward loop shown in Fig. 2 will only route information to neuron B if the spike train frequency $f$ of neuron A lies between $f_1$ and $f_2$. Essentially, our proposed combination of synapses in Fig. 2 (termed $EI_{fs}$) implements frequency filtering with a pass band of $\delta f = f_2 - f_1$. In our implementation, both $E_{fs}$ and $I_{fs}$ are modeled using (1)–(5), when $f$ is below $f_1$ or $f_2$, (1)–(5) are used, and above $f_1$ or $f_2$, (1)–(4) are used. Experimental evidence has been reported [32] that shows synaptic switching in the hippocampus occurs at $1$ Hz, while other publications [29]–[31] have reported the switching from facilitation to depression is possible over the frequency range $10$–$100$ Hz. Therefore, we can make the approximation that this switching activity occurs at different frequencies for different synapses and we use this concept to implement frequency filtering as follows.

Consider the network fragment in Fig. 3, where neuron $s$ is one of the input neurons and is presynaptic to an array consisting of the postsynaptic neurons $j$, $k$, and $l$. Each pathway contains a feed-forward loop, modeled as an $EI_{fs}$ synapse that facilitates over a frequency band: pathways $s-j$, $s-k$, and $s-l$ facilitate over $\delta f_j$, $\delta f_k$, and $\delta f_l$, respectively. Therefore, spike trains from neuron $s$ will be routed to one of the $j$, $k$, or $l$ neurons depending on its frequency and it is this routing capability that is central to the computational ability of the proposed SNN. With reference to Fig. 1, each of the $s$ input neurons is connected to an array of hidden layer neurons where every neuron in the array is sensitive to a frequency band. Consequently, for each of the samples we have at least one neuron from each array firing and these firing patterns stimulate the training neuron in the output layer of Fig. 1.
B. Learning Rule

A training algorithm, specific to the SNN topology presented in Fig. 1, was previously presented [33], [34], where we combined the sliding threshold of BCM with STDP. The height of the plasticity window of all synapses connected to the training neuron was modulated according to

\[
\theta_m (c_t) = \left( \frac{c_t}{c_o} \right)^\alpha c_t \tag{8}
\]

where \( c_t \) is the average firing frequency of the training neuron \( t \) and \( c_o \) and \( \alpha \) are constants, which dictate the dependency of \( \theta_m (c_t) \) on \( c_t \). The height of the plasticity window is related to \( \theta_m (c_t) \) by

\[
A_+ (\theta_m) = A_p \frac{1}{1 + \theta_m (c_t)} \tag{9}
\]

where \( A_+ (\theta_m) \) replaces \( A_+ \) in (6) for all synapses connected to the training neuron and approximates to \( A_p \) for \( \theta_m (c_t) \approx 0 \). \( A_p \) is the maximum possible amplitude of the potentiation window. The magnitude of the depression window is found from

\[
A_- (\theta_m) = A_p - A_+ (\theta_m) \tag{10}
\]

where \( A_- (\theta_m) \) replaces \( A_- \) in (7) for all synapses connected to the training neuron, and \( A_p \) is the maximum possible amplitude of the depression window. Note that, if \( c_t \) is much greater than \( c_o \), then \( A_+ (\theta_m) \) will approach zero and the height of the depression window \( A_- (\theta_m) \) will approach \( A_p \), thus leading to LTD. Alternatively, if \( c_t \) is much less than \( c_o \), then \( A_+ (\theta_m) \) will tend toward \( A_p \) and LTP occurs. This competition between LTP and LTD implements the BCM rule, yielding a mechanism for negative feedback that stabilizes the output firing frequency after a period of training. However a bimodal weight distribution will result from this rule, whereas a unimodal weight distribution is characteristic of real biological systems [2]. This bimodal distribution can be understood if we consider the case where a neuron’s output frequency has reached the desired rate, which results in the STDP modulation stopping. One input may continue to further potentiate while the other continues to depress. The resulting updates lead to the same approximate output frequency, and therefore there is no change to the STDP window. This continues until one input is completely depressed while the other accounts for the total output.

In this paper, a modified form of (8) is used. Given that the output firing frequency of the training neuron is related to the aggregate of all the synaptic responses, then the weight values of each synapse contributes to the output activity of the training neuron. Consequently, each synapse can be assigned a \( \theta_m (\omega_i) \) value based on its weight according to

\[
\theta_m (\omega_i) = \left( \frac{\omega_i}{c_o} \right)^\alpha \omega_i \tag{11}
\]

where \( \theta_m (\omega_i) \) is again used to adjust the STDP window for the synapse and replaces \( \theta_m (c_t) \) in (9), \( \omega_i \) is the absolute synaptic efficacy, and \( c_o \) and \( \alpha (\approx 2) \) are constants used to vary the dependency of \( \theta_m (\omega_i) \) on \( \omega_i \). Note that \( c_o \) was found experimentally and this will be discussed in Section VI. Equation (11) is preferred over (8) because it not only implements BCM but also results in a unimodal distribution of weights.

An important aspect of any classification network is its ability to select attributes of the input data that are more strongly associated with a particular class. A localized training rule such as STDP lacks the ability to reflect similarities in the data, across all classes, in the weights of a network. Consequently, our approach is to extend the conventional STDP rule to assign absolute synaptic efficacy to classification of neurons based on the relative occurrence of similar data patterns across all the classes. Thus, we provide a global learning mechanism that reflects the similarities in the data and reintroduces synaptic competition which is lost as a result of the unimodal STDP/BCM rule. Such an association was demonstrated to be effective in classification problems in an earlier publication [16], and we therefore adopt this approach here. Essentially, we are proposing that the relative occurrence is found by the training neuron and subsequently mapped to the classifying neuron in Fig. 1, neuron-to-neuron signaling via astrocytes [35]–[39] could be the mechanism by which this mapping process occurs.

We now develop a STDP-based training rule that operates on all synapses associated with the training neuron during the training period only. The resulting weight updates calculated by this rule are continually mapped to the classifying neurons, the proportion of the weight update mapped to each classifying neuron reflects the relative occurrence of similar data patterns across classes.

Consider a fragment of the SNN in Fig. 1, shown in Fig. 4, where \( n \) output neurons \((1, 2, \ldots, n)\) classify data from neuron \( i \), neuron \( i \) is any one of the neurons in the hidden layer arrays of Fig. 1. This neuron is stimulated by one of the \( s \) input neurons and will repeatedly fire at a frequency \( f \) for the duration of the applied stimulus, neuron \( i \) will also fire a frequency burst at \( f \) for similar inputs from all classes. Assume that there are \( p \) samples at frequency \( f \) in class 1, \( q \) samples at \( f \) in 2, and \( r \) samples again at \( f \) in class \( n \).
all classes have equal sample sizes (\(\delta \omega\)). For each output spike of neuron \(t\), we only consider the temporal difference between the nearest before and after input spike \([3]\) and \(\delta \omega\) is the average weight obtained from the sum of the all potentiation (before) and depression (after) weight changes. Convergence is assured because of the combined STDP/BCM rule where the plasticity window shifts vertically with increasing output activity of neuron \(t\) until the level of potentiation and depression associated with each output spike cancels with \(\delta \omega \sim 0\) \((9), (10),\) and \((11)\) are used in this calculation. Similarly, for class 2 we can write

\[
\delta \omega_{2} = \sum_{m}^{q} \delta \omega
\]

and for class \(n\) we can write

\[
\delta \omega_{n} = \sum_{m=0}^{r} \delta \omega.
\]

With reference to \((14)\), we note that the potentiating \(\delta \omega_{n}\), after a period of training, will reflect the number of samples at frequency \(f\) in class \(n\) training data. This is also true of \((12)\) and \((13)\), and consequently the post-trained weight distribution across all classifying neurons will be a unimodal representation of similar data patterns in the training samples. If we assume unequal sample sizes for each class, where classes 1, 2, and \(n\) have samples sizes of \(m_{1}, m_{2},\) and \(m_{n}\), then the probability \(P_{n}\) that a particular sample belongs to class \(n\) is given by

\[
P_{n} = \frac{\delta \omega_{n}}{m_{n}}
\]

The total weight increase across all classes \((\delta \omega_{it})\) in one epoch is given by

\[
\delta \omega_{it} = \sum_{n=1}^{n} \delta \omega_{n}.
\]

Finally, referring to \((4), (15),\) and \((16)\), we can write a generic learning rule for the synapse associated with the \(n^{th}\) output neuron \(A_{in}\) as

\[
A_{in} = K \omega_{in} = K (\omega_{in} (pre) + P_{n} \delta \omega_{in})
\]

where \(\omega_{in} (pre)\) is the existing weight value and \(K (\approx 10^{-12})\) is a scaling factor, \(A_{in}\) is assigned to the synapse of neuron \(n\) through the mapping process. Note that for the situation where all classes have equal sample sizes \((m_{1} = m_{2} = \cdots = m_{n})\), the rule in \((17)\) reduces to

\[
A_{in} = K (\omega (pre) + \delta \omega_{in}).
\]

It is important to note that the training neuron is used to ensure that the relative occurrence of samples at frequency \(f\) across the classes is accurately reflected in the absolute synaptic efficacy for each epoch. This is ensured because, during any training epoch, the output firing frequency of the training neuron will be the same for all classes, as will all other parameters. This is not the case for the neurons 1 to \(n\) since their weights will be different after a period of training, as predicted by \((17)\) and \((18)\). Therefore, our training neuron uses the STDP/BCM rule to associate weight updates with the number of times a particular neuron in any of the arrays fires for each class and subsequently assigns an absolute synaptic efficacy, through the mapping process described by \((17)\) and \((18)\), to each of the synapses of the associated classifying neuron to reflect that association. Hence a high occurrence of particular input data values in one class will be reflected, through the mapping, in the PSP of the associated classifying neuron and consequently it will fire faster. The training neuron also ensures that, after a period of training, the network will reach a global minimum and therefore overtraining is avoided. When all synapses reach this condition, the average output frequency of the training neuron will remain relatively constant with \(\delta \omega_{it} \rightarrow 0\) because \(\delta \omega \rightarrow 0\). Hence, stability of the output frequency is used as the stopping condition for training. A further point to note is that, because the proposed algorithm correlates commonality across the input data, using the probability function in \((15)\), then for data with a small sample size (e.g., XOR problem) the accuracy of the classification reduces. Equation \((15)\) reflects the probability that a particular sample belongs to a class and therefore there must be a sufficiently large sample population for this equation to become statistically meaningful.

### C. Training Algorithm

We now discuss the training procedure for an \(n\) class problem where each class has \(m_{n}\) data patterns.

Each epoch of training starts by calculating the position of the STDP window, using \((9)-(11)\). Subsequently the entire training data \(m_{n}\) for each of the \(n\) classes is passed to the SNN, and for each synapse associated with the training neuron, the total weight value \(\delta \omega_{it}\) is calculated using \((6), (7), (14)\), and \((16)\), note that each sample is presented for a duration of 2 s. At the end of the epoch, these values are used to find \(A_{in}\), which is then mapped to the synapses associated with the output neuron.

At the end of each epoch, we calculate both the classification accuracy (CA) using the training data and the average firing activity of the training neuron \((ct)\), where the latter is used to evaluate the stopping criteria for SWAT. Once this condition is met, the weights are fixed and the testing data is applied. The read-out function used in this paper is similar to that presented in [21], where output neurons were grouped into classes and classification is assigned by using a majority vote system. However, since we employ only one neuron per output class, the output neuron with the highest firing frequency represents the class association.

While this approach to training does not suffer from overtraining because BCM acts to stabilize the output frequency of \(t\) after a period of training, it is necessary to apply a stopping criteria for the purpose of testing the network. This criteria is
based on the average firing frequency $c_t$ associated with the training neuron. Once $c_t$ has stabilized, the weights will also have stabilized and the training is then stopped. We apply this condition by continually monitoring $c_t$ and, when it remains constant to within $\pm 0.2$ Hz for 100 consecutive epochs, the training is stopped and the weights are then fixed.

IV. NEURON MODEL

The neuron model used in this paper is the leaky integrate and fire model [40], the output of which is given by

$$\tau_m \frac{dv}{dt} = -v(t) + R_m I_{tot}(t)$$  \hspace{1cm} (19)$$

where $\tau_m$ is the membrane time constant, $v$ is the membrane potential, $R_m$ is the membrane resistance, and $I_{tot}$ is the total current generated by all synapses connected to the neuron. This passive membrane model was chosen because it provides a good model for the biological neuron with minimal computational overhead. In this paper, $\tau_m = 60 \text{ ms}$ and $R_m = 1000 \text{ M}\Omega$ [24]. The firing threshold of the neuron is implemented using [41]

$$V_{th_{New}} = m \times V_{th_{Orig}} \exp \left( \frac{t - t_i}{\tau_{decay}} \right)$$  \hspace{1cm} (20)$$

where $V_{th_{New}}$ is the new value of the firing threshold after the neuron has fired, $m$ is a multiplication factor, $V_{th_{Orig}}$ is the original firing threshold, $t$ is the current time, $t_i$ is the time the neuron fired, and $\tau_{decay}$ sets the rate at which the threshold decays back to its equilibrium value. In the present case $\tau_{decay} = 20 \text{ ms}$, $V_{th_{Orig}} = 9 \text{ mV}$ [42] and $m$ was set to 11.1, this sets the threshold to 100 mV after firing. When the neuron fires at time $t_i$, the threshold is multiplied $m$ times and then decays back to its original value. This allows the absolute and relative refractory periods to be modeled without the information presented by the PSP being lost [41], [43]. Using dynamic synapses and variable thresholds in this way also approximates the output of a biological neuron under constant-current experiments [44].

V. BENCHMARKING

In this section, we use SWAT to classify both the Iris and WBC datasets to facilitate benchmarking against existing training algorithms.

A. Iris Dataset

The three-class Iris dataset problem ($n = 3$) was initially used to benchmark SWAT. The three different classes represent the different species of the Iris plant, i.e., *Iris Setosa Canadensis* (Class A), *Iris Vericolor* (Class B), and *Iris Virginica* (Class C). The full dataset consists of a total of 150 samples, 50 for each species [45]. Each sample contains four attributes: sepal length, sepal width, petal length, and petal width.

Training and testing was achieved in these experiments by the process described in Section III-C. To encode the data while minimizing the number of neurons in each array in the hidden layer, the squared cosine method [20] was used. Using this method, the complete attribute range is multiplied by a factor of 10, so that the new attributes are now integer values. Each attribute is then passed through four squared cosine functions ($s = 16$) with centers at 1, 20, 40, and 60 Hz. The width of each function is 40 Hz with an output range of 25–66.6 Hz or an inter spike interval (ISI) of 15–40 ms. The 150 samples were split randomly into five groups of 30, with each group containing 10 samples from each species, $m = 10$. Fivefold cross-validation was then carried out where training is performed five times, and each run uses four different groups for training and the remaining group for testing. The mean results for training and testing were then calculated.

The SNN topology in Fig. 1 was used in the following experiments, where each input neuron was connected to an array of 13 hidden layer neurons with associated filtering $EI_{fs}$, each synapse is sensitive to a band-pass equivalent to an ISI of 2 ms and hence the requirement for 13 neurons to account for a total frequency range of 25–66 Hz or an ISI from 40 to 15 ms. The total number of neurons in the hidden layer is therefore 208 (13 array neurons $\times 16$ input neurons). The “weights” for the hidden layer neurons are fixed so that each neuron in the hidden layer fires at approximately 40 Hz for the corresponding input range, these values were found experimentally. The hidden layer is then fully connected to a single training neuron whose synaptic weight updates are governed by the STDP/BCM rule. In addition, weights associated with the output layer neurons were initialized to a constant value (1 pA). This is necessary to ensure that mapping similarities in the input data, calculated by the STDP/BCM rule, are not offset by an uneven initial weight distribution. This initialization is similar to other work [46] and does not degrade the network’s ability to generalize. Note that in this experiment the maximum height of the plasticity window $A_p$ was 0.5, which is equivalent to $\delta A_{SC}$ of 0.5 pA ($K = 10^{-12}$), and $c_o$ was 4000.

Fig. 5 shows an average of the training neuron’s output activity over the five training runs along with the standard deviation of the data every 25 epochs. From this, it can be seen that the firing rate of the training neuron stabilized at approximately epoch 500.
approximately epoch 500, the training reaches and stabilizes number of epochs over the five sets of training data, where, at average percentage error and standard deviation against the the number of spikes over a fixed duration. Fig. 6 shows the frequency for each output neuron is determined by counting the output neuron with the highest firing rate, the firing training algorithms, respectively. It should be noted that, while that implement the backpropagation and Levenberg–Marquardt labBP and MatlabLM are built-in functions used by MATLAB against existing algorithms for the Iris dataset [20]. Mat-

In these experiments, the classification is determined by the output neuron with the highest firing rate, the firing frequency for each output neuron is determined by counting the number of spikes over a fixed duration. Fig. 6 shows the average percentage error and standard deviation against the number of epochs over the five sets of training data, where, at approximately epoch 500, the training reaches and stabilizes at a minimum. For this dataset, the CA for the training data is 95.5% and for testing data it is 95.3%. Also note that, after a minimum error has been reached and the network has stabilized, there is no overtraining and the error remains at a global minimum.

Fig. 7 shows the post-training weight distribution for all synapses associated with the output neurons. It can clearly be seen that a unimodal weight distribution results from the training and that a significant proportion of the weights are untrained. Therefore the post-trained SNN is only partially connected between the hidden and output layers. Also, from the weight distribution it is clear that the mapping process associated with the training neuron causes competition between synapses.

Table I compares the convergence accuracy of SWAT against existing algorithms for the Iris dataset [20]. MatlabBP and MatlabLM are built-in functions used by MATLAB that implement the backpropagation and Levenberg–Marquardt training algorithms, respectively. It should be noted that, while the training accuracy falls slightly short of other approaches, the test data is comparable, which suggests that SWAT can generalize better.

### B. WBC Dataset

The two-class \((n = 2)\) WBC dataset was also used to benchmark SWAT. This dataset uses breast cytology gained by fine needle aspirations obtained from the University of Wisconsin Hospital and classifies the results into benign or malignant tumors [47]. The complete dataset contains 699 samples, however, 16 samples have missing data so these have been removed for these experiments. The remaining 683 comprise of 444 and 239 benign and malignant tumors, respectively [48]. These samples are again randomly split into five groups for fivefold cross-validation training and testing. To achieve five equally sized groups, four random samples have been removed from each class and therefore each group contains 88 benign and 47 malignant samples. Because of the unequal class size, the rule described by (17) is applied to train this dataset. Each sample has nine attributes, which measure different features of the cytology with integer values in the range 1–10. Therefore, it is not necessary to use the squared cosine method to encode the data as in the previous experiments. Each value can be mapped directly to a linear spike train in the range of 34–50 Hz (29–20 ms ISI), where a value of 1 is assigned to the lowest frequency and a value of 10 to the highest.

The same network topology and training regime as in the last experiments were used. The input layer comprises nine neurons, one for each attribute. To ensure consistency between experiments, the same number and type of hidden layer neurons were used in each array, hence the hidden layer contains 117 neurons (13 array neurons \(\times 9\) input neurons). Note that, in this experiment, \(c_0\) remains the same as in the previous experiment, while the maximum height of the plasticity window \(A_p\) is 0.1, which is equivalent to \(\delta A_{SE}\) of 0.1 pA. This reduction in \(\delta A_{SE}\) is due to the greater number of samples, compared to the Iris dataset, used for training, the greater number of training samples per epoch correlates with the relative firing rate of the classifying neurons after training. Results gained from these experiments showed that, again, after a period of training, the firing frequency of the training neuron stabilizes at epoch 500, as shown in Fig. 8, which presents an average of the training neuron activity and standard deviation over the five training sets.
Fig. 8. Average output frequency of the training neuron vs. epoch for the WBC dataset over the five training sets. Error bars on the inset show the standard deviation over epochs 160 to 500.

Fig. 9. Convergence accuracy (CA) for WBC training data for all five sets.

Fig. 9 shows the average percentage error and standard deviation against the number of epochs over the five sets of training data where, again, the training reaches and stabilizes at a minimum for each of the training runs. Interestingly, the error reaches a plateau at approximately epoch 50, but is driven past it at around epoch 110. This is caused by attributes of the input data that have a high occurrence across the classes. These attributes initially cause a strong potentiation of some of the weights assigned to the classifying neurons but, because of the negative feedback implemented using (11), these weight values saturate. However, attributes that occur less frequently are still causing other weights to potentiate much more slowly, and so $c_i$ in Fig. 9 begins to move toward a global minimum again, note that the reduction in the rate of change of $c_i$ in Fig. 8 corresponds with the plateau of Fig. 9.

Fig. 10 shows the post-training weight distribution for all synapses associated with the output neurons, and again a unimodal weight distribution results from the training. Note also that a significant portion of the weights is untrained and consequently the post-trained SNN is only partially connected between the hidden and output layers. Also, the weight distribution indicates that the mapping process associated with the training neuron causes competition between synapses.

Table II compares the convergence accuracy of SWAT against existing algorithms for the WBC dataset [20]. For this dataset, the test data accuracy is comparable to that of the other approaches.

Although the training for both the Iris and WBC experiments stabilized at 500 epochs, the experiments ran for more than twice that number of epochs and it was observed that the CA remained stable at around its minimum value. This is due to the negative feedback mechanism associated with BCM which stabilized the weights at a level that reflected similarities in the input data, across all classes, in the absolute synaptic efficacy. Therefore, no overtraining is possible with SWAT.

VI. ROBUSTNESS

The robustness of SWAT was explored by analyzing the convergence accuracy across different plasticity windows. For this experiment, three different shaped windows were used. The first window (Standard) was symmetrical about the time axis and was based on (9) and (10), where $\tau_+$ and $\tau_-$ were set to 15 ms. The second window (Bi and Poo) was asymmetrical about the time axis and can also be described by (9) and (10), where the parameters $\tau_+$ and $\tau_-$ were set to 16.8 and 33.7 ms, respectively [13], [25]. The final window (Gerstner) [49] was an asymmetrically skewed “sinusoidal” shaped window where $\tau_+$ and $\tau_-$ were set to 12 and 24 ms, respectively. Both datasets were trained using the three plasticity windows, and the classifying accuracy is shown in Table III. It can clearly be seen that results are very similar for the three windows, however, the Bi and Poo shaped window performed the best during testing and was used for the generation of results in Tables I and II.

Further experiments were also carried out to explore how the variance of $c_o$ and $A_p$ would affect the performance of
SWAT. It was found that, if $c_o$ is reduced significantly, then CA is also reduced because the maximum weight values tend to stabilize at lower values and the resulting PSP, associated with the output classifying neurons, fails to exceed the threshold level for some test samples. Alternately, an upper limit on $c_o$ is set by the maximum firing rate (set by the refractory period) of the output classifying neurons, a more realistic upper limit on $c_o$ is the convergence time, which for our network was limited to approximately 500 epochs. A similar observation was reported elsewhere [27]. The lower limit on $A_p$ is set by the training time, but care must be exercised when choosing the upper limit to avoid oscillations in $c_t$ and consequently the weight distribution. This effect is very similar to that reported for the backpropagation algorithm when the learning rate is too large [50]. In this paper, the optimum values for $A_p$ and $c_o$ reported earlier were found experimentally.

SWATs immunity to noise was also investigated, whereby varying levels of additive white Gaussian noise were added to the Iris and WBC datasets and the average CA was measured for each dataset, note that the SNN was trained on the “noiseless” data as explained in Section V and the resulting post-trained topology and weights were used to classify the noisy data. Fig. 11 presents the results of these experiments, where it can be seen that the CA remains above 90% up to a signal-to-noise ratio (SNR) of 18 dB for the Iris dataset and up to a SNR of 8 dB for the WBC dataset. The difference in noise robustness between the datasets is a result of the preprocessing encoding scheme used. In the Iris dataset, four squared cosine filters are used on each input, while for the WBC data no preprocessing was used.

VII. ASR

In this section, SWAT is benchmarked in an ASR system. The dataset used for this application is a subset of the TI46 speech corpus which contains isolated spoken words collected by Texas Instruments in 1980. The complete TI46 corpus contains 16 speakers: 8 male and 8 female, and each speaker utters 46 words, where each utterance is repeated 26 times [51]. In these experiments, we use a subset of this corpus consisting of the digits 0–9, and all eight speakers are used with five utterances of each digit. This yields a total dataset of 400 samples (10 digits $\times$ 8 speakers $\times$ 5 utterances).

A. ASR Front End

We developed a signal analysis (front end) stage for the ASR system. This contained elements that allowed us to extract features from the speech signal and convert them to a series of inputs for processing by SWAT.

Fig. 12 illustrates the front end which is described as follows.

1) **Endpoint detection.** An important feature of any recognition system is the ability to locate the start and end of a word. This isolates the signal from the silence that is located before and after the utterance and reduces the amount of processing time required, the sample lengths are shortened dramatically. This is achieved by using the endpoint detection algorithm implemented by [52].

2) **Pre-emphasis.** Within speech signals, there is a typical roll off of $-6$ dB/octave. To eliminate this, the signal is processed by a high-pass first-order FIR filter with a 6 dB/octave gain [53] and is described as

$$y(n) = x(n) - ax(n - 1) \tag{21}$$

where $x(n)$ is the original signal, $y(n)$ is the pre-emphasized signal, and $a$ is the filter coefficient. In these experiments, $a = 0.94$.

3) **Windowing.** The pre-emphasized signal is now divided into quasi-stationary frames. The normal technique is to use a window with a fixed width and crossover. However, the speech samples are of various lengths, and this method would result in a wide ranging number of windows, depending on the sample length, since the topology of SWAT has a fixed number of input neurons, this is undesirable as there must be an input for every extracted coefficient from each window. To combat this, we used a variable window width of $N$ samples given by

$$N = \frac{f_s \cdot 51}{W_f} \tag{22}$$
where $f_s$ is the sampling frequency, $s_i$ is the signal length in time, and $W_f$ is the number of windows. The frame step $S_f$, which determines the overlap, is then given by

$$S_f = \frac{N}{K}$$

where $K$ can be adjusted to give varying degrees of overlap. In this paper $K = 2$, this provides a 50% overlap. Variable window sizes have been used by [54] and it was found that they provided better results than fixed window sizes.

4) **LPC feature extraction.** Features are now extracted from each of the frames using LPC coefficients, which allow us to extract good features with a minimal sized network. In this paper, the LPC coefficients were extracted using the Auditory Toolbox [55].

5) **Spike train generation.** Finally, the extracted LPC coefficients are now converted to linear spike trains which can be processed by SWAT. Depending on the number of coefficients extracted, the features are in the range $-2.5$ to $2.5$. To convert these values to spike trains, we offset all values by $O_s$ given by

$$O_s = 1.3 - L_v$$

where $L_v$ is the lowest value. These values are then multiplied by a factor of 10. This results in a series of ISIs, which are then used to generate the spike trains.

### B. Results

We then used SWAT as a component of the ASR to classify a subset of the TI46 speech corpus using the digits 0–9 ($n = 10$). As with the previous experiments, we again randomly split the data into five groups for fivefold cross-validation. This results in five datasets of 80 samples, with each dataset containing 8 samples of each digit. For each of the five training and testing runs, there are 320 training samples and 80 testing samples (four groups for training, one group for testing). The optimal number of windows used and features to extract were found experimentally to be 20 and 9, respectively. This results in an input layer of 180 neurons ($20 \times 9$). The hidden layer consists of 28 $EI_{fs}$ filters for each input, each with an ISI of 2 ms, covering a frequency band of 14.5–77 Hz (ISI 13–69 ms). Therefore, the number of neurons in the hidden layer is 5040 ($180 \times 28$). The total network size is therefore $180 \times 5040 \times 10$. Other network parameters were set as before: $A_p$ is 0.1, which is equivalent to $\delta A_{SE}$ of 0.1 pA and $c_o$ was set to 500.

Results gained from this experiment show that, after a period of training, the firing frequency of the training neuron stabilizes, as shown in Fig. 13. Note that the average firing frequency is much higher than in the Iris and WBC experiments. This is because there are more classes and, therefore, each weight value calculated by the STDP/BCM is proportionally segregated across many more synapses, making it harder for the output neurons to fire, the greater the number of classes, the higher the average firing frequency of the training neuron.

Fig. 14 shows the average percentage error and standard deviation against the number of epochs over each of the five
training sets where, again, the training reaches and stabilizes at a minimum for each of the sets. The CA over the five training runs was 98.875%, while the CA for the testing data was found to be 95.25%.

Table IV shows the breakdown of the CA for each of the 40 test samples for each digit during the five testing runs. The rows represent the digit samples, and the columns represent the result of the classification. For example, row 1 shows that the digit 0 was correctly classified 37 times, was mistaken for 4 twice, and for 9 once, resulting in an overall CA for digit 0 of 92.5%.

Fig. 15 highlights the post-training weight distribution for the first 1800 synapses associated with the output neurons. These final weights again show that there is good competition between the synapses.

VIII. Conclusion

This paper presented a training algorithm specific to a novel SNN topology which classifies data represented by spike trains. The algorithm utilized a combined STDP/BCM training rule which accounts for unequal sample sizes in the training data and correlated commonality across the classes in a post-trained unimodal weight distribution. The SNN topology utilizes a frequency routing capability to segregate the input data. This is achieved using a parallel combination of excitatory and inhibitory facilitating synapses, which is similar to feed forward loops found in the hippocampus. A single training neuron is then used to assign weights to the synapses associated with the classifying neurons according to similarities or “relative occurrence of similar data values” in the input data for all classes. Variable firing thresholds were also used to emulate the absolute and relative recovery periods inherent in a biological neuron. SWAT was benchmarked using the Iris and WBC dataset problems, and the results highlight the algorithm’s capability to classify these datasets. Overall, the results were similar to other approaches and any comparisons must be interpreted with caution. For example, SpikeProp and WLL use single spike encoding, while other algorithms use neuron models that are less representative of real biological neurons. In contrast, SWAT is more realistic, as it attempts to represent real neural systems by encoding data in spike trains where the associated frequency is used as a processing parameter. Moreover, by reflecting features of the input data, common to all classes, in the post-trained weights, SWAT demonstrates good generalization and noise immunity. Results also show that SWAT can classify complex datasets, whereby a subset of the TI46 speech corpus was used to benchmark SWAT in an ASR system. The CA for this data was 98.875% for training and 95.25% for testing.
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