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Abstract—In many real-world applications such as image classification, labeled training examples are difficult to obtain while unlabeled examples are readily available. In this context, semi-supervised learning methods take advantage of both labeled and unlabeled examples. In this paper, a greedy graph-based semi-supervised learning (GGSL) approach is proposed for multi-class classification problems. The labels are propagated through different graphs, which are obtained with neighborhoods of different sizes. The method assumes that nearby points share the same label, by starting with a small neighborhood where a reliable decision can be obtained, and iterates with larger neighborhoods where more examples are needed to determine the label of an example. The experimental results on toy data-sets and real data-sets, such as handwritten digit recognition, demonstrate the effectiveness of the proposed approach if a well chosen distance is used. Finally, the method does not require the tuning of hyper-parameters. We show that it is possible to achieve a recognition rate of 97.16% on handwritten digits (MNIST) while considering only one labeled example per class in the training data-set.

I. INTRODUCTION

In many real-world applications that rely on the classification of objects, the creation of those classifiers can suffer from a lack of labeled data because labeling a large amount of data requires a lots of time [1]. Thanks to internet and the emergence of the Big Data paradigm, it is now possible to easily access large databases of documents (texts and images). However, only a small part of those databases are labeled, and could be useful for classifiers based on supervised learning. In supervised learning methods such as Support Vector Machine (SVM), Multi-Layer Perceptron, that predict labels, only the labeled examples are used. In unsupervised learning problems such as clustering, only unlabeled data are used. To take advantage of the current situation where a large amount of unlabeled data and a minority of data is labeled, semi-supervised learning (SSL) methods have been proposed to take advantage of both labeled and unlabeled data for the creation of efficient classifiers.

Those approaches are typically used when only few labeled examples are available, while there exists a large amount of unlabeled examples. Due the emergence of large databases that must be classified, it is unrealistic to label a large database manually, and classical supervised method may not grasp the complexity of the data with only a limited number of labeled examples. In addition, it is relatively inexpensive to acquire new data that may improve the performance of a classifier.

In semi-supervised learning, several approaches have been proposed [2]. Transductive SVMs optimize margins of both labeled and unlabeled examples [3]. [4]. Some other approaches use the cluster assumption. In this case, the classifier takes into account decision boundaries through low-density regions in the input feature space. Most of the techniques in semi-supervised learning are graph-based techniques [5], [6], [7], [8]. Most of the semi-supervised learning approaches rely on two assumptions. The first one is the cluster assumption. It assumes that examples associated to the same cluster, or the same group of clusters, will share the same label. The second hypothesis is the manifold assumption, which considers that examples that are close to each other will have the same label. The label prediction of an example \( x \) will depend on both the labeled and unlabeled examples that are very close to \( x \). Depending on the data, those assumptions can be difficult to obtain. It is particularly the case for problems where a linear classifier can be used (e.g., two Gaussian distributions) where a large overlap between classes can occur, i.e., the data density remains high close to the decision surface.

The remainder of the paper is organized as follows: First, we define the graph based semi-supervised learning approach. Then, we propose a new greedy semi-supervised learning method in Section II. The presentation of the performance on toy data-sets and real data-sets are given in Section III. Finally, the performance of the proposed technique is discussed in Section IV.

II. GRAPH BASED SEMI-SUPERVISED LEARNING

In semi-supervised learning, many methods rely on the geometry of the data (e.g., distance between data points) by using both labeled and unlabeled examples to improve classification accuracy on regular supervised techniques [9]. Among the techniques that have been proposed in the literature, a key family of the semi-supervised learning methods are based on graphs. They offer flexibility and are relatively easy to implement.

The same way that in supervised learning, a classifier will benefit from discriminant inputs that can allow a linear separation between classes, graph based semi-supervised technique will benefit from a graph that respects the manifold and cluster assumption. For instance, the k-nearest neighbor (k-nn) classifier has some drawbacks in term of complexity, and for the choice of the parameter. However, a bad performance with k-nn may result from a poorly chosen distance. If the Euclidean distance is applied in a problem where this
distance does not respect the manifold assumption, then it may be difficult to correct the errors that are due to the distance.

In those methods, a graph $g = (V, E)$ is defined by the nodes $V = \{1, \ldots, n\}$, which represent all the $n$ examples of a training database $X = \{x_1, \ldots, x_n\}$, and edges $E$, which represent the similarities between examples. The similarities are typically represented by a weight matrix $W \in \mathbb{R}^{n \times n}$. A cell $W(i, j)$ corresponds to the similarity between the example $x_i$ and $x_j$, i.e., the edge $(i, j)$ in $E$. If $x_i$ and $x_j$ are close to each other (they belong to the same neighborhood), then $W(i, j)$ has a non-zero value.

A key research problem is the definition of $W$, which can be non-trivial for real-world problems with large multivariate data that include non-trivial underlying structures. $W$ can be instantiated in different ways. $W$ can correspond to the direct $k$-nearest neighbor matrix:

$$W(i, j) = \begin{cases} 1 & \text{if } x_i \in N(x_j) \\ 0 & \text{otherwise} \end{cases} \quad (1)$$

where $N(x_j)$ represents the set of examples in the neighborhood of $x_j$. In this case, $W$ is sensible to the the parameter $k$, and the weights that are used for each neighbor in $N(x_j)$.

Another way to initialize $W$ is to consider a Gaussian kernel:

$$W(i, j) = e^{-\frac{\|x_i - x_j\|^2}{2\sigma^2}} \quad (2)$$

where $\sigma$ is the width of the kernel. In this case, $W$ is defined as a symmetric positive function $(\forall (i, j) \in \{1, \ldots, n\}^2, W(i, j) = W(j, i) > 0)$. The Gaussian kernel is a fine distance in pairwise graph-based methods. However, there is no completely reliable method for determining the optimal value of $\sigma$. It has been shown that a small change of $\sigma$ can significantly change the classification performance [10]. In addition, it may be better to set different $\sigma$ for different dimensions and classes.

We define now $W_s \in \mathbb{R}^{n \times k}$ and $E_s \in \mathbb{N}^{n \times k}$. $W_s$ contains for each example $x_i$, the sorted weights of the $k$ neighbor examples of $x_i$. $E_s$ contains for each example $x_i$, the associated list of the edges corresponding to the closest neighbors. We have $W_s(i, 1) = 0$ and $E_s(i, 1) = i$, because each point is its closest neighbor in the graph. This representation allows to store the data in $O(kn)$, which is significantly smaller than a storage in $O(n^2)$.

A type of technique for semi-supervised learning is to propagate labels on the graph $g$. For the binary classification, there are $M = 2$ classes, we consider the set of $l$ labeled examples $X_l$, with their respective label $Y_l$. Each labeled example is defined by $(x_i, y_l)$, with $1 \leq i \leq l$. If $x_i$ belongs to the first class, $y_l = -1$; if $x_i$ belongs to the second class, $y_l = 1$. We also consider the set of $u$ unlabeled examples $X_u$, with predefined labels $Y_u$ set to 0. In the graph, $X_l$ and $X_u$ correspond to the nodes 1 to $l$, and $l+1$ to $n$, respectively. Label propagation techniques are iterative algorithms.

### III. Greedy Semi-Supervised Learning

In this section, we present a greedy semi-supervised learning method. The main advantages of this method come from its ability to process several classes simultaneously, and more importantly, from its storage requirement as it does not need to use a large matrix $W$, which can be a significant issue for large databases. Moreover, typical graph-based semi-supervised learning methods deal with label propagation only in binary classification. The multi-class variation of those algorithms uses a one-versus-rest strategy. For instance, the labeled examples of one class are set to $y_l = 1$ if $x_i$ belongs to class $C_l$, $y_l = 0$ otherwise, with $1 \leq i \leq l$. Contrary to this common approach, the proposed method allows to process several classes directly. In other graph-based methods, parameters such as the size of the neighborhood $(k)$, and the $\sigma$, which is often set empirically, are pre-defined. Instead of having a single iteration step, the greedy approach has two iterative stages.

The method takes as inputs $W_s$, $E_s$, and the associated ground truth $Y$, where $y_l = m$ if $x_i$ belongs to the class $m \in \{1..M\}$, and $y_l = -1$ if $x_i$ is unlabeled (it is a default value). The initial value of $k$, $k_{min}$, corresponds to the initial size of the neighborhood that is considered, and this value is set to the minimum number of labeled examples that can be found in one of the $M$ classes. At the beginning of the procedure, an unlabeled example can have at least $k$ examples of its own class in his neighborhood. $k_{max}$ is the maximum number of neighbors that may be considered to establish a decision. First, we iterate with a neighborhood of size $k$ until convergence, i.e., until it is not possible to label any new unlabeled examples. If all the initially unlabeled examples are not labeled, then we increment the value of $k$, and we repeat the method until all the examples are labeled, or $k = k_{max}$.

At each iteration, for each unlabeled example $x_i$, we apply the following procedure: we define a vector $v$, such that $v(m) = 0$, $\forall m \in \{1..M\}$. The values of $v$ are updated for each neighbor $j$, $1 \leq j \leq k_{max}$, of $x_i$ that follows these conditions: $j > 1$ (it is not $x_i$), and $j \leq 1 + k$ or $|W_s(i, j) - W_s(i, 1 + k)| \leq \epsilon$, and the neighbor $E_s(i, j)$ is currently labeled $Y(E_s(i, j)) > 0$. The second condition assures that the neighborhood has a size $k$, while allowing extra neighbors if they are as close as the neighbor at the position $1 + k$. If the conditions are fulfilled, then $v(Y(E_s(i, j)))$ is incremented. Finally, we determine the probability for $x_i$ as:

$$p_i = \frac{v(i)}{\sum_{m=1}^{M} v(m)} \quad (3)$$

where $p_{max}$ represents the maximum value in $p$, and $p_{arg}$ represents the argmax value. If $p_{max} \geq \alpha$ then $y_l$ takes the value of $p_{arg}$, the code corresponding the class with the maximum score. If all the elements of $v$ are null, then $p_i$ keeps the prior probabilities to belong to one of the $M$
classes. In the next sections, we set \( \alpha = 1 \). When \( \alpha = 1 \), all the neighbors of the test example share the same label, it corresponds to a consensus decision: all the examples in the neighborhood of the unlabeled example share the same label. If the method stops when \( k = k_{\text{max}} \), i.e., it was not possible to assign a label to each example, then a k-nn classifier is used to determine the remaining missing labels. Because it is a greedy method, the order of the examples can have an impact on the results. Several runs can be performed in parallel, and then the final result will be obtained by combining the results from those different runs, e.g., by taking the average of the scores from the different runs.

An example is depicted in Figure 1. It presents the different steps of the method with different values of \( k \). At \( k = 1 \) and \( k = 2 \), there is no propagation because there exist no example that has as a closest neighbor one of the two examples that is already labeled. Thus, the size of neighborhood has to be increased until it finds a labeled example. On toy data-sets, the proposed method achieves the same type of performance as other SSL techniques such as label propagation \([10]\) while avoiding setting values to different parameters.

IV. RESULTS

A. Toy datasets

The classification results on standard state-of-the-art toy examples (double half-moon, double circles, normal distributions) are depicted in Figures 2, 3, 4 and 5 which shows the ground truth, the results with a k-nn classifier, and the proposed method Greedy-SSL. g50c is an artificial dataset of 550 examples (50 labeled examples) that was generated from two unit-covariance normal distributions (50 features) with equal probabilities (\( M = 2 \)). The class means were adjusted so that the true Bayes error is 5%. Coil20 is a dataset of 32 \( \times \) 32 gray scale images of twenty objects (\( M = 20 \)) viewed from varying angles. This data-set contains 1440 examples (40 labeled). Due to their contents, g50c is less likely to satisfy the condition to apply the proposed method, while coil20 is more likely to possess a manifold structure as it contains images. Performance is evaluated by accuracies averaged over ten random choices of the labeled set. Each random set contains one example per class for g50c, and two examples per class for coil20. The first evaluation deals with the validity of the assumptions given in the introduction. We perform k-nn (\( k \) from 1 to 5) for all the examples in a data-set to determine to what extent the closest neighbor \( x_j \) of an example \( x_i \), share the same label, i.e., \( y_i = y_j \). Tables I and II present the accuracy for coil20 and g50c when the decision from k-nn is obtained through a majority decision (Table I), and a consensus decision (Table II). In Table II each cell of the table represents a couple recognition rate; rejection rate. The recognition rate is calculated with the examples where a consensus decision could be made. For \( k = 1 \), the accuracy of 100\% on coil20 suggests that propagating the labels is less likely to involve errors compared to 80.18\% of g50c.

The accuracy with the proposed method is 97.54 \( \pm \) 1.31\% for Coil20, and 63.52 \( \pm \) 7.38\% for g50c. The performance for g50c is bad, and significantly under other results presented in the literature. This low performance can be explained by the greedy approach that was used. In addition, all the assumptions were wrong as indicated by the low accuracy in Table I.

The comparison with other state-of-the-art methods are presented in Table III. Comparisons with other methods on the same databases can be obtained in [4]. The best results on coil20c are obtained with the proposed method GSSL. However, GSSL offers the worst results on g50c, as it was expected due to the non respect of the assumptions.

B. Handwritten recognition

In this section, we apply the proposed method on a database of handwritten digit characters (MNIST). This database is used for benchmarks in supervised classifiers [11], [12]. Typical state-of-the-art methods include deep learning architecture (e.g., convolutional neural networks [13], [12]), SVM [13], or their combinations [15], [16]. It includes a pre-defined training and test database of 60000 and 10000 images, respectively. In order to optimize the respect of the manifold assumption, we use an appropriate distance based on local deformations [17], with images filtered after horizontal and vertical edge detection with the Sobel operator. This distance provides good performance for handwritten digit recognition, and it can take advantage of GPU and High Performance Clusters. The algorithm of the Image Deformation Model Distance is given in Algo. 1. In the evaluation, we set \( w_0 = 2 \), \( w_1 = 1 \), \( w_2 = 2 \), and \( p = 2 \). Those parameters correspond to the size of the displacement field \((w_0)\), the size of the neighborhood around a pixel \((w_1)\), the number of filtered images \((w_2)\), and the order of the Minkowski distance \((p)\).

For the evaluation of the method, we create the graph with
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the whole training database. While the test could be included for transductive SSL, we only consider the training data-set in order to better compare the results with other results from the literature \cite{18}, \cite{17}, \cite{14}. The original ground truth is chosen based on the nodes that correspond to the closest neighbor of the maximum number of nodes. If a node is often the closest neighbor of other nodes, then if it is labeled, it will propagate its label to a large number of nodes. By using this simple strategy, we sort the nodes by the descending number of times they appear as a first neighbor in a different node. We select the nodes that must be labeled in this list until the labeled examples contain at least one example of each class for the purpose of the experiment.

We have then two conditions. In the first one, we consider all the examples until we get at least one example per class. In the second condition, we only use the best examples from each class, i.e., the best seed for each class. In MNIST, we have 35 examples in the first condition, and 10 examples in the second, as there are 10 classes. The first condition corresponds to an active learning condition. While regular SSL deals with a pre-defined set of labeled examples, active learning is able to interactively query one or several oracles to obtain the label of some new examples. It can be a human expert of the data to be classified, or it can be simply the user. For the second condition, it is required to know the labels of the examples until it is possible to reach a number of 10 samples per class. With all the 60000 correctly labeled images from the training database, the accuracy on the test database is 99.36%. With only 10 labeled images in the training database, and after performing GSSL on only the training database, the accuracy on the test database is 97.16%. With the active learning condition, the accuracy reaches 97.35%. The evolution of the accuracy in the training database in relation to the number of labeled examples with GSSL, including the initial labeled examples, is depicted in Fig. 6. With 10 labeled images, the accuracy on the training data-set is $96.81 \pm 0.06\%$, it is $97.07 \pm 0.07\%$ with 35 examples. The accuracy for the test, and for each class is presented in Table IV. It is worth noting the particular
low accuracy of the digit ‘7’, with only about 86%, which suggests that there exists a large number of images that were used as bridges to mislabel the ‘7’ images.

V. DISCUSSION AND CONCLUSION

The graph is the heart of semi-supervised learning based on a graph. This graph is built in relation to a distance between examples in the data-set. In addition, other parameters, such as the neighborhood and its size, can be used to simplify the graph, and approximate the manifolds where the data lie, i.e., where the data density is supposed to concentrate.

Algorithm 1: Image Deformation Model Distance (IDMD) between $I_1$ and $I_2$.

1: Input: images $I_1$, $I_2$
2: Parameters: $w_0, w_1, w_2, p$
3: $d \leftarrow 0$
4: for $i_1 \leftarrow N_{min}, N_{max}$ do
5: for $j_1 \leftarrow N_{min}, N_{max}$ do
6: $i_5 \leftarrow 1$
7: for $i_2 \leftarrow w_0, w_0$ do
8: for $j_2 \leftarrow w_0, w_0$ do
9: $s_2 \leftarrow 0$
10: for $i_3 \leftarrow -w_1, w_1$ do
11: for $j_3 \leftarrow -w_1, w_1$ do
12: for $i_4 \leftarrow 1, w_2$ do
13: $v_1 \leftarrow I_1(i_1 + i_3, j_1 + j_3, i_4)$
14: $v_2 \leftarrow I_2(i_1 + i_3 + i_2, j_1 + j_3 + j_2, i_4)$
15: $s_2 \leftarrow s_2 + |v_1 - v_2|^p$
16: end for
17: end for
18: end for
19: $s_1(i_5) \leftarrow s_2$
20: $i_5 \leftarrow i_5 + 1$
21: end for
22: end for
23: $d \leftarrow d + \min(s_1)$
24: end for
25: end for
26: return $d$
In addition, databases that are typically used such as MNIST the examples through adaptive distances or adaptive graphs. For this reason, a challenge is to incorporate hierarchical views of the examples are circumscribed to a single problem. For this approach that does not require specific parameters.

Those parameters, with the degree of the graph Laplacian, and the parameters of the distance, can be chosen with a cross-validation procedure on a grid of parameter values [19]. With a low number of labeled examples, it may be difficult to correctly estimate the right parameters.

For problems such as image classification, more adaptive distances shall be used such. For instance, other efficient distances that are mainly used for image retrieval could be used (e.g. structural similarity measures). We have shown that it is possible to use a greedy approach to perform semi-supervised learning when nearby points share the same label. Thanks to an approach that assigns step by step labels to the examples, this method does not propagate the labels in a single step, but the propagation is achieved through multiple iterations that increase the size of the graph. The method takes advantage of the manifold assumption that is critical because the cost of this assumption has a high impact on the performance of the classifier. It is worth mentioning that this approach shifts the machine learning problem from the SSL methods to the quality of the distances, and therefore the quality of the graphs. If the graph is well built, i.e., the assumptions are respected, then it is possible to use a greedy approach that does not require specific parameters.

With new technologies and with the Big data paradigm, it is possible to acquire a large number of examples. However, this large number of examples does not facilitate the efficiency of current SSL techniques because the large amount of data can correspond, or not, to the classification problem. It may be difficult to exploit the low density that can exist between classes, because the data space is very noisy due to the presence of examples that can be completely irrelevant to the problem. While we have shown that it is possible to achieve a good recognition rate with only few images on MNIST and few parameters, fast methods are required to both evaluate the graph, and to test the distances to new examples. Approximate k-nn strategies are therefore required to build large graphs [20]. In current databases, most of the examples are circumscribed to a single problem. For this reason, a challenge is to incorporate hierarchical views of the examples through adaptive distances or adaptive graphs. In addition, databases that are typically used such as MNIST do not correspond to what can be called Big-data. Despite 70000 images, MNIST lacks the number of examples, and the complexity of multimedia databases (e.g., the 80 Million Tiny Images [21]), which include different types of images. Further works will include clustering techniques to better select the labeled examples in the training data-set in an active learning setting.
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