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The accelerating progress and availability of low cost computers, high speed networks, and software for high performance distributed computing allow us to reconsider computationally expensive techniques in image processing and pattern recognition. We propose a two-level hierarchical K-Nearest Neighbor classifier where the first level uses graphics processor units (GPUs) and the second level uses a High Performance Cluster (HPC). The system is evaluated on the problem of character recognition with nine databases (Arabic digits, Indian digits (Bangla, Devnagari, and Oriya), Bangla characters, Indonesian characters, Arabic characters, Farsi characters and digits). Contrary to many approaches that tune the model for different scripts, the proposed image classification method is unchanged throughout the evaluation on the nine databases. We show that a hierarchical combination of decisions based on two distances, using GPUs and a High Performance Cluster provides state-of-the-art performances on several scripts, and provides a better accuracy than more complex systems.
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1. Introduction

The evolution of pattern recognition techniques over the years has benefited from advances in both theoretical and hardware. For instance, classifiers based on artificial neural networks have exploited graphics processing units (GPUs)\textsuperscript{16}, highlighting the benefit of parallel and distributed systems in pattern recognition applications. The corresponding improvements found in theoretical and hardware developments suggest the perpetual evaluation and reconsideration of the methods to use for classification\textsuperscript{16,21}. Furthermore, while artificial neural networks have provided state-of-the-art performance since their introduction\textsuperscript{34,35}, the use of GPUs has significantly increased their interest. One of the key challenges in machine learning techniques applied on large databases, such as natural images or handwritten characters, is to find the best trade-off between the efficiency of the method, the possibility of implementing the method on computer clusters and/or GPUs, and the possibility of updating the system with new data in an incremental way.

The recognition of handwritten characters is a problem that has almost been
It is mainly due to new methods of machine learning and feature extraction. Yet, the accuracy of single handwritten character recognition remains below 100%, and methods are typically customized for a particular script or database, from the pre-processing steps to the classification. Furthermore, the high accuracy is only available for certain scripts, e.g., Latin script. It is therefore pertinent to propose new methods to reach a perfect score. In addition, there are often documents with noisy and/or deformed characters, such as in ancient documents, which cannot be recognized with current optical character recognition (OCR) technologies. The recognition of some characters can be impossible without any contextual information.

In this paper, we propose (i) a hierarchical combination of k-nearest neighbor (k-nn) with two distances, and (ii) a benchmark of k-nn with nine distances for character recognition in different scripts. While the image distortion model distance is an efficient distance that can be applied on several scripts, its computation time remains important. This paper explores solutions to reduce the number of images processed by a time-consuming distance, and the number of prototypes for the comparisons. To solve this problem, we use a parallel implementation, and propose rejection rules to select a limited number of images to test in order to decrease the computation time while maintaining a high accuracy of the non-rejected images. In addition, we evaluate the relationship between the number of prototypes and the error rate. This paper focuses on isolated handwritten character and digit recognition in different scripts. Compared to methods that optimize parameters in relation to only a particular database, the proposed approach is evaluated with the same parameters on all the databases, in order to show the genericity of the approach. This evaluation approach is chosen because it must be known whether a method can be used with different scripts without the selection of specific parameters for each script.

The remainder of the paper is organized as follows: First, we give an overview of the k-nearest neighbor and image matching techniques in character recognition. Then, we present a solution based on a sequential combination of classifiers. In Section 4, we present nine handwritten databases, which are evaluated in Section 5 with the different distances, and the proposed classifiers combination. Finally, the results are discussed in relation to the state-of-the-art in Section 6.

2. Related work

2.1. Isolated character recognition

The field of isolated character recognition is largely dominated by deep learning architecture such as convolutional neural networks and Support Vector Machines (SVM), or by combining neural networks and SVM. The recognition of isolated handwritten characters is a typical benchmark task that is used to evaluate new machine learning methods. Despite the low difference in term of error rate that can occur across methods, this problem remains common in pattern
Hierarchical K-Nearest Neighbor recognition and machine learning. In addition, while this problem has a key place in the pattern recognition and the document analysis and recognition community, the classification of isolated characters is not perfect, and remains challenging for non-Latin scripts.

2.2. K-nearest neighbor

K-nn is a search problem that is often used as a baseline for machine-learning classification algorithms and data mining applications. k-nn classifiers involve the choice of the parameter \( k \), and an appropriate distance for the problem. In pattern recognition, k-nn is one of the oldest methods, and it is often regarded as an inefficient classifier compared to classifiers such as Support Vector Machines or artificial neural networks because of two main problems: first, the inability to obtain an efficient distance for the classification of images, second the high computation cost related to the number of prototypes to compare, and the distance itself. However, several studies have tackled the issues of the computational time by considering data structures (e.g. KD-trees) that are more suited to the problem. The probability of error of k-nn is bounded above by twice the Bayes probability of error. Furthermore, k-nn can be easily transferred into a parallel implementation. Both the training database and the test database can be cut into different blocks that can be processed independently as the main goal is to compute the distance between all the possible couples of training/test patterns. This can be achieved with a shared-nothing cluster on a number of commodity machines using MapReduce. Recent studies have proposed novel algorithms in MapReduce to perform efficient parallel k-nn joins on large data.

2.3. Image matching

In handwritten character recognition, image matching techniques are often poorly regarded due to their high processing time. Image matching techniques are mainly used in relatively small databases such as MPEG7 CE Shape-1 Part B, which contains 1400 binary shape image. For this type of database, shape descriptors must be invariant to scale and rotation. Elastic matching techniques, as an optimization problem of two-dimensional warping (2DW), can be classified into two categories: parametric and non-parametric. This problem is directly related to point matching, which has to cope with the existence of outliers and geometric transformations that may require high dimensional non-rigid mappings. Deformations in handwritten characters can be of two types: first, the global or large deformations such as rotation (with limited angles), scaling, translation; and second, the local deformations that include changes of stroke direction, curvature, and length of the lines. The local deformations depend on the pen/pencil that is used, as the thickness of the lines will depend on what is used to write a character. Due to the different type of deformations that can occur within the same character, it is difficult to determine models of deformations. Image matching can be applied at
the pixel level or by using shape descriptors such as Radon features or Histogram of Oriented Gradients (HOG).

Keysers et al. presented an efficient distance for the classification of handwritten digits based on image distortion models. Moreover, they determined that more complex models (e.g. 2-dimensional warping) do not necessarily represent better models compared to the simple image distortion model. Despite the high accuracy on MNIST, with an error rate of only 0.54%, without extending the size of the training database, the method based on the image distortion model has a high computational cost. To reduce its computational cost, it is possible to limit the number of images to process with this distance, and it is also possible to reduce the number of prototypes that should be used during the comparisons of images.

We define the distance \( L_p \) between two images \( I_1 \) and \( I_2 \) of size \( N_s \times N_s \) by:

\[
L_p = \left( \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} |(I_1(i,j) - I_2(i,j))|^p \right)^{1/p}
\]  (1)

The Weighted Euclidean distance is defined by:

\[
L_{w2} = \sqrt{\sum_{i=1}^{N_s} \sum_{j=1}^{N_s} \frac{1}{s^2(i,j)} (I_1(i,j) - I_2(i,j))^2}
\]  (2)

where \( s^2(i,j) \) is the variance of the point \((i,j)\).

The image distortion model distance (IDMD) takes as input two images \( I_1 \) and \( I_2 \) of size \( N_s \times N_s \). Due to the use of the filters and the displacement fields, the image has to be placed in a larger image with a border of the background color to include the possible shifts. The distance is then computed through a range of pixels from \( N_{min} \) to \( N_{max} \). The IDMD is described in the algorithm. For each pixel, we consider a displacement field of size \( w_0 \) in each direction, corresponding to the elements of a window of size \( 2w_0 + 1 \), a window for the consideration of the neighborhood pixels of size \( 2w_1 + 1 \), and the sum of \( w_2 \) values, which are extracted from the application of \( w_2 \) transformations on the image. It is worth noting that the \( \min \) function corresponds to the invariance to local deformations, the same way that the invariance to local deformations is achieved through layers with a pooling function, i.e. \( \max \) function in convolutional neural network. For instance, with Sobel filters on the horizontal and vertical direction, \( w_2 = 2 \). If \( w_0 = 0, w_1 = 0, w_2 = 1, p = 2 \), it corresponds to the Euclidean distance \( L_2 \) between \( I_1 \) and \( I_2 \).

The cost factor (c) between the Euclidean distance and IDMD is approximately:

\[
c \approx (w_0 + 1)^2(w_1 + 1)^2w_2
\]  (3)

In the next sections, we consider the following parameters for IDMD: \( w_0 = 2 \), \( w_1 = 1 \), and \( p = 2 \). We evaluate three pre-processing procedures: First, by considering only the pixel value of the image \( w_2 = 1 \), then by using Canny descriptors of the image, and third, by using images after Sobel filtering. We consider two
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1: Input: images $I_1, I_2$
2: Parameters: $w_0, w_1, w_2, p$
3: $d \leftarrow 0$
4: for $i_1 \leftarrow N_{\text{min}}, N_{\text{max}}$ do
5: for $j_1 \leftarrow N_{\text{min}}, N_{\text{max}}$ do
6: $i_5 \leftarrow 1$
7: for $i_2 \leftarrow -w_0, w_0$ do
8: for $j_2 \leftarrow -w_0, w_0$ do
9: $s_2 \leftarrow 0$
10: for $i_3 \leftarrow -w_1, w_1$ do
11: for $j_3 \leftarrow -w_1, w_1$ do
12: for $i_4 \leftarrow 1, w_2$ do
13: $v_1 \leftarrow I_1(i_1 + i_3, j_1 + j_3, i_4)$
14: $v_2 \leftarrow I_2(i_1 + i_3 + i_2, j_1 + j_3 + j_2, i_4)$
15: $s_2 \leftarrow s_2 + |v_1 - v_2|^p$
16: end for
17: end for
18: end for
19: $s_1(i_5) \leftarrow s_2$
20: $i_5 \leftarrow i_5 + 1$
21: end for
22: end for
23: $d \leftarrow d + \min(s_1)$
24: end for
25: end for
26: return $d$

Algorithm 1: Image Deformation Model Distance (IDMD).

sets of filters: horizontal and vertical filters only ($w_2 = 2$), and with the diagonals ($w_2 = 4$). The filters are precised thereafter:

$$f_1 = \begin{bmatrix} 1 & 0 & -1 \\ 2 & 0 & -2 \\ 1 & 0 & -1 \end{bmatrix} \quad f_2 = \begin{bmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix}$$ (4)
$$f_3 = \begin{bmatrix} 0 & 1 & 2 \\ -1 & 0 & 1 \\ -2 & -1 & 0 \end{bmatrix} \quad f_4 = \begin{bmatrix} 2 & 1 & 0 \\ 1 & 0 & -1 \\ 0 & -1 & -2 \end{bmatrix}$$ (5)

We also consider the method $L_2^{Sobel(4)}$ that considers the distance $L_2$ with inputs after Sobel filtering ($f_1$, $f_2$, $f_3$, and $f_4$), and after decreasing the size of the resulting images by two. Hence, the number of features with $L_2^{Sobel(4)}$ is the same as in $L_2$. 


3. Hierarchical processing

Multi-classifier systems can be used to optimize the performance by combining the decision of several classifiers\cite{24,51}. Multi-classifiers with sequential architectures in multi-class classification are typically used with general classifiers at the top of the chain, and more specialized classifiers in the next steps. This type of combination can be used to reduce the number of classes to process, i.e. the classifier provides as output a subset of potential classes, then a more dedicated classifier is used for the classification of those subset of classes\cite{12}. In the proposed system, the combination of classifiers is justified by the computational cost that is needed to classify an image. While it would be possible to use the most reliable distance for the evaluation of the whole database, its computational cost may not allow the processing of high volumes of images. We consider a cascade of k-nn classifiers based on two distances. The goal of this classifiers combination is to reduce the processing time for the evaluation of a database of images. A simple distance ($L_2$) is considered at the first stage, then a more computationally expensive distance (IDMD) is used for the patterns that could not reach a strong decision at the previous level.

Let $c_1$ and $c_2$ be the computational cost for two distances, $c_1 << c_2$. We define $\tau_r$ by the average rejection rate of method $c_1$. The total cost for processing an image is estimated by:

$$c_{total} = c_1(1 - \tau_r) + (c_1 + c_2)\tau_r$$

(6)

In the worst case, all the images are processed in both stages, $\tau_r = 1$, and $c_{total} = c_1 + c_2$.

The problem is to find a rejection rule that limits the number of images while keeping a high accuracy for the recognized images. First, we compute k-nn with the distance $L_2$ and $k=500$, for the selection of the prototypes that will be used in the next step. The evaluation of k-nn with distance $L_2$ and $k=10$, which is based on the distances computed for $k=500$, includes a rejection rule: all the $k$ best answers must belong to the same class in order to accept the decision. If it is not the case, then the image is evaluated with IDMD, where the training prototypes are the 500 best answers obtained with distance $L_2$ at the previous stage, with $k=3$. At the second level, images can be rejected with the same decision rule as in the first level: all the $k$ best answers must belong to the same class. The proposed approach is depicted in Fig. 1.

4. Databases

Nine databases of handwritten digits and/or characters have been chosen for the analysis of the performance. Each database is evaluated separately. The first two databases, MNIST and CVL, contain images of ten Arabic numerals (Latin script). The next three databases contain images of digits in three Indian scripts: Bangla, Devnagari, and Oriya. The next two databases have characters of Bangla and Lampung. The HACDB database contains handwritten Arabic characters, and the
IFHCDB database has handwritten Farsi digits and characters. The content of each database is described in the following subsections. Samples of digits are presented in Fig. 2. As we want to obtain a method that can be applied on different data sets of single handwritten characters, all the images from the different databases were normalized the same way. The images were preprocessed the same way as in the original images in the MNIST database. Because some databases have very noisy images and/or images in color, images were first binarized with the Otsu method at their original size, then they were size normalized to fit in a 20x20 pixel box while preserving their aspect ratio. The resulting images contain 8 bit gray levels due to the bicubic interpolation for resizing the images. Finally, all the images were centered in a 28x28 pixel box field by computing the center of mass of the pixels, and translating the gravity center of the image to the center of the 28x28 field. Tables 1 and 2 present for each database the number of classes, the total number of images in the database, and the number of images per class, for both training and the test.
4.1. Western Arabic digits

The MNIST database is a benchmark in supervised classifiers. It includes a training and test database of 60000 and 10000 images, respectively. For the comparison of techniques, two characteristics are typically specified if they are used or not: the addition of distorted images in the database, and the type of normalization of the images. The error rate reaches quasi human performance level of 0.23% with a combination of 35 convolutional neural networks, where each network requires almost 14h to be trained. With k-nn classifiers, the best error rate is 0.52% by using a Pseudo 2D Hidden Markov Models, followed by Image Deformation Model with an error rate of 0.54%, and 0.63% with shape matching using shape contexts. While the Pseudo 2D Hidden Markov Models or the Image Deformation Model are interesting approaches, their computation time remains an issue. With the undistorted and unprocessed MNIST data-set, the lowest error rate is 0.53%
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![Representative handwritten digits for different databases](image)

Fig. 2. Representative handwritten digits for the different databases (from zero to nine).

![Handwritten characters for different scripts](image)

Fig. 3. Handwritten characters for different scripts. (a) Bangla basic characters (first row: vowels; rows 2, 3, 4 and 5: consonants; last row: others). (b) Representative samples for the 18 classes of the Lampung database. (c) The 52 different shapes of Arabic characters without diacritics. (d) Representative samples for each of the 35 classes of Farsi characters.

with a large convolutional neural network with unsupervised pre-training.
The Computer Vision Lab of the Vienna University of Technology, Austria (CVL) database was used during the International Conference on Document Analysis and Recognition (ICDAR) 2013 Competition on Handwritten Digit Recognition[21]. The images in the CVL database are in RGB color, not size-normalized, and in original size with a resolution of 300 dpi. For this competition, the best methods were based on Finite Impulse Response Multilayer Perceptron (Fir-MLP) partially and fully connected with four layers, and by including affine deformations of the input patterns[3]. In this neural network, the static weights (synapses) were replaced with finite impulse response filters. With one Fir-MLP and an ensemble of four Fir-MLPs, the error rate was 3.28% and 2.26%, respectively.

4.2. Indian digits and characters
The databases of Indian digits were created at the Indian Statistical Institute, Kolkata, India[13,14,5]. The databases contain Bangla digits. Bangla is the fourth most popular script in the world, used by more than 200 million people[4,57]. In this database, class-specific feature polynomial classifier with input features based on 8 gradient direction histogram with 5x5 sampling provided an accuracy of 99.40%[37]. The second database corresponds to Devnagari digits, which is part of the Brahmic family of scripts of India, Nepal, Tibet, and South-East Asia[53]. The third database contains Oriya digits[8]. This script is one of the many descendants of the Brahmi script of ancient India. Bhowmik et al. obtain an accuracy of 90.50% by using Hidden Markov Models[8].

The fourth database contains only handwritten Bangla characters[7]. Whereas there are about 300 characters, a large number is based on the combination of basic characters. The 50 basic characters, with their corresponding Harvard-Kyoto transcription that are used for classification, are depicted in Fig. 3(a). In[7], they propose a two-stage framework that combines modified quadratic discriminant function (MQDF)[29] and MLPs, and obtain an accuracy of 95.84%. On other databases of the same problem, Mandal et al. use features based on the combination of gradient features and Haar wavelet coefficients at different scales with a k-nn classifier to reach an accuracy of 88.95%[40]. Bhattacharya et al. establish a method based on a chain code histogram feature with an MLP classifier, and obtain an accuracy of 88.95%[6].

4.3. Lampung characters
Lampung is a non-cursive script used in Indonesia. Images of characters are depicted in Fig. 3(b). The database contains 32,140 separated characters that were extracted from 82 documents. For the evaluation of the methods, 23,447 characters were considered for training, 7,853 characters were considered for test and the remaining 840 characters served as validation. Altogether 18 different character classes were identified. The database was already preprocessed, and characters were initially normalized into 32x32 grayscale images. A more detailed description of the data
set can be found in 56, 27. For the classification of characters, Junaidi et al. obtain an accuracy of 94.27% by considering a multi-layer perceptron with input features based on the skeleton of images, and water reservoirs in order to exploit the different cavities and the subsequent measures of the character shapes.

4.4. Arabic characters

The handwritten Arabic characters database for automatic character recognition (HACDB) contains 66 classes of different Arabic characters, or overlapping characters collected from 50 writers 33. Arabic script is composed of 28 characters, with no capital or lower case. Each character has two or four shapes, which depends on its position in the word (beginning, middle, end, or isolated). Hence, 81 different shapes are possible. However, the shape of some characters is similar, because the only differences come from the number and position of dots. Without the dots, there are 52 different shapes in Arabic characters, as presented in Fig. 3(c). In addition, some overlapping characters added into the HACDB as one shape, which leads to 66 classes.

4.5. Farsi/Persian characters

The IFHCDB database includes grayscale images of isolated Farsi/Persian characters (35 classes), and numerals (12 classes) gathered from real-life documents in Farsi language 42, 43. The documents were scanned from Iranian school entrance exam forms, between the years of 2004 and 2006, at 300 dpi. The ten digits have twelve separated shapes, two for the digit ‘4’ and ‘6’, which are considered as separated classes (see Fig. 2(f)). Samples of Farsi characters for each class are provided in Fig. 3(d).

5. Results

5.1. Evaluation

The proposed approach and different distances have been evaluated independently across nine databases. For the evaluation of the performance, we consider the mean error rate across the whole database. For pairwise comparisons, we consider a Bonferroni correction, and we use the non-parametric Wilcoxon signed-rank test 20, which does not assume a normal distribution, for the estimation of the p-values (p).

5.2. Distance evaluation

The error rate for the nine databases, by using only the distances $L_1$, $L_2$, $L_3$, $L_{\infty}/2$, and $L_2^{Sobel(4)}$ is presented in Tables 3 and 4; the best results for each database are in bold. The input of the k-nn classifiers are the images in gray level of size 28x28.
Table 3. Error rate (in %) with only the distance $L_1$, $L_2$, and $L_3$. Inputs are pixel values.

<table>
<thead>
<tr>
<th>D</th>
<th>k</th>
<th>MNIST</th>
<th>CVL</th>
<th>Devanagari</th>
<th>Oriya</th>
<th>Bangla disgust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>1</td>
<td>3.69</td>
<td>11.67</td>
<td>3.96</td>
<td>9.40</td>
<td>6.75</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.67</td>
<td>11.90</td>
<td>4.04</td>
<td>9.30</td>
<td>6.68</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.82</td>
<td>11.90</td>
<td>3.93</td>
<td>7.70</td>
<td>6.70</td>
</tr>
<tr>
<td>$L_2$</td>
<td>1</td>
<td>3.09</td>
<td>10.48</td>
<td>3.91</td>
<td>8.80</td>
<td>6.53</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.95</td>
<td>10.67</td>
<td>3.75</td>
<td>8.00</td>
<td>6.30</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.12</td>
<td>10.73</td>
<td>3.61</td>
<td><strong>7.50</strong></td>
<td>6.45</td>
</tr>
<tr>
<td>$L_3$</td>
<td>1</td>
<td>2.83</td>
<td><strong>10.16</strong></td>
<td>4.07</td>
<td>9.20</td>
<td>6.58</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.82</td>
<td>10.32</td>
<td>3.72</td>
<td>9.10</td>
<td><strong>6.00</strong></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td><strong>2.81</strong></td>
<td>10.39</td>
<td>3.67</td>
<td>8.40</td>
<td>6.38</td>
</tr>
<tr>
<td>$L_w$</td>
<td>2</td>
<td>5.66</td>
<td>13.31</td>
<td>9.15</td>
<td>6.70</td>
<td>11.90</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.48</td>
<td>13.28</td>
<td>8.97</td>
<td>7.39</td>
<td>11.30</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.57</td>
<td>13.09</td>
<td>9.12</td>
<td>7.89</td>
<td>10.60</td>
</tr>
<tr>
<td>$L_w^{Sobel(4)}$</td>
<td>1</td>
<td>2.98</td>
<td>11.20</td>
<td>3.70</td>
<td>8.80</td>
<td>6.37</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.99</td>
<td>11.45</td>
<td><strong>3.51</strong></td>
<td>8.20</td>
<td>11.45</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2.96</td>
<td>11.49</td>
<td>3.67</td>
<td>8.00</td>
<td>11.49</td>
</tr>
</tbody>
</table>

Pairwise comparisons revealed that $L_1$ gives a lower performance than $L_2$ ($p < 10^{-4}$). There is no difference between $L_2$ and $L_3$, and between $L_1$ and $L_3$, across the databases. For the choice of $k$ in k-nn, the only differences are between $k=5$ and $k=10$ ($p < 10^{-4}$), and between $k=3$ and $k=10$ ($p < 10^{-2}$).

The performance obtained with only IDMD is presented in Tables 5 and 6. The parameters $w_0 = 2$ and $w_1 = 1$ were estimated on the training database of MNIST by comparing IDMD scores between all the images, and their closest neighbor of the same class. Pairwise comparisons revealed that the best method is IDMD$_{sobel}$, followed by IDMD$_{pixel}$, and IDMD$_{canny}$. In addition, the impact of the addition of diagonal filters ($f_3$ and $f_4$), 4 directions, is not significant compared to only horizontal and vertical Sobel filters. The worst performance is obtained with $k=10$. As there is no significant difference between $k=1$ and $k=3$, we consider $k=3$ in the remaining evaluation of the paper. With an error rate of around 0.65% on MNIST, IDMD$_{sobel}$ belongs to the set of the best efficient methods for MNIST. With IDMD$_{sobel}$, the error rate (2.75%) is significantly lower than the score obtained in [27] for the Lampung database (5.73%).

The error rate decreases with the addition of more prototypes with k-nn ($k=3$). The speed of the classification is linearly dependent on the number of prototypes used during the comparisons. For all the databases, we observe the same pattern of performance with an error decreasing significantly with the increase of prototypes, until 200, then it reaches a plateau where the error decreases slowly. For instance, the error decreases from 0.92% with 100 prototypes to 0.65% with 300 prototypes, i.e. by multiplying the processing time by three.
Table 4. Error rate (in %) with only the distance $L_1$, $L_2$, and $L_3$. Inputs are pixel values.

<table>
<thead>
<tr>
<th>D</th>
<th>k</th>
<th>Bangla$_{char}$</th>
<th>Lampung</th>
<th>HACDB</th>
<th>IFHCDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>1</td>
<td>30.21</td>
<td>15.55</td>
<td>34.32</td>
<td>13.07</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>33.74</td>
<td>15.55</td>
<td>36.14</td>
<td>11.68</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>32.87</td>
<td>16.36</td>
<td>36.44</td>
<td>11.14</td>
</tr>
<tr>
<td>$L_2$</td>
<td>1</td>
<td>29.48</td>
<td>12.20</td>
<td>35.76</td>
<td>12.53</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>33.89</td>
<td>12.40</td>
<td>36.82</td>
<td>11.11</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>33.02</td>
<td>12.20</td>
<td>36.14</td>
<td>10.69</td>
</tr>
<tr>
<td>$L_3$</td>
<td>1</td>
<td>30.22</td>
<td>10.89</td>
<td>37.42</td>
<td>12.36</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>35.41</td>
<td>11.18</td>
<td>38.64</td>
<td>11.07</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>35.14</td>
<td>11.42</td>
<td>37.35</td>
<td>10.74</td>
</tr>
<tr>
<td>$L_{w2}$</td>
<td>1</td>
<td>40.18</td>
<td>18.15</td>
<td>38.26</td>
<td>14.95</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>46.14</td>
<td>18.03</td>
<td>40.68</td>
<td>13.63</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>45.52</td>
<td>18.55</td>
<td>39.77</td>
<td>13.38</td>
</tr>
<tr>
<td>$L_{w1}$</td>
<td>1</td>
<td>31.19</td>
<td>11.42</td>
<td>34.92</td>
<td>12.69</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>36.51</td>
<td>11.61</td>
<td>36.29</td>
<td>11.29</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>36.01</td>
<td>12.09</td>
<td>36.44</td>
<td>10.88</td>
</tr>
</tbody>
</table>

Table 5. Error rate for the handwritten digit databases (in %) with only IDMD ($w_0 = 2$, $w_1 = 1$), and considering the 500 best prototypes from k-nn with $L_2$.

<table>
<thead>
<tr>
<th>Input</th>
<th>k</th>
<th>MNIST</th>
<th>CVL</th>
<th>Devnagari</th>
<th>Oriya</th>
<th>Bangladigit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel</td>
<td>1</td>
<td>1.02</td>
<td>4.26</td>
<td>1.01</td>
<td>2.70</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.90</td>
<td>3.87</td>
<td>0.82</td>
<td>3.50</td>
<td>2.20</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.93</td>
<td>3.87</td>
<td>0.82</td>
<td>3.50</td>
<td>2.20</td>
</tr>
<tr>
<td>Canny</td>
<td>1</td>
<td>1.90</td>
<td>4.61</td>
<td>1.36</td>
<td>3.20</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.69</td>
<td>4.31</td>
<td>1.30</td>
<td>3.10</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.69</td>
<td>4.10</td>
<td>1.41</td>
<td>3.30</td>
<td>2.08</td>
</tr>
<tr>
<td>Sobel</td>
<td>1</td>
<td>0.73</td>
<td>3.14</td>
<td>0.88</td>
<td>2.00</td>
<td>1.45</td>
</tr>
<tr>
<td>(2 dir.)</td>
<td>3</td>
<td>0.64</td>
<td>3.00</td>
<td>0.80</td>
<td>2.10</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.68</td>
<td>3.06</td>
<td>0.80</td>
<td>2.50</td>
<td>1.77</td>
</tr>
<tr>
<td>Sobel</td>
<td>1</td>
<td>0.71</td>
<td>3.14</td>
<td>0.85</td>
<td>1.90</td>
<td>1.45</td>
</tr>
<tr>
<td>(4 dir.)</td>
<td>3</td>
<td>0.66</td>
<td>3.02</td>
<td>0.77</td>
<td>2.00</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.65</td>
<td>3.06</td>
<td>0.77</td>
<td>2.30</td>
<td>1.88</td>
</tr>
</tbody>
</table>

The error rate in relation to the $n$ best answers provided with k-nn ($k \geq n$) is given in Tables 7 and 8. If the correct label is present among the $n$ best answers, then the image is considered to be successfully detected. This evaluation allows us to determine to what extent some confusion may impair the overall classification accuracy. While it is unlikely to find contextual information for the detection of single digits, e.g. in technical maps, zipcodes, we observe a decrease of the error.
rate from 0.66% to 0.31%, by considering the two best answers. The same pattern of performance is observed for the other databases of handwritten digits. For the databases of handwritten characters, the error drops from 12.43 to 6.03, 2.75 to 1.09, 15.91 to 8.63, and 7.71 to 2.28, for Bangla_char, Lampung, HACDB, and IFHCDB, respectively. The most important decrease of the error is obtained for the databases with a large amount of classes, where the scripts suggest possible confusions between characters, particularly for Arabic characters, but also for Bangla characters due to their size normalization.

The impact of the number of prototypes based on the results of k-nn with $L_2$ on
Table 9. Performance (in %) for the combination of $L_2$ (level 1) and IDMD$_{sobel}$ (level 2), ($w_0 = 2, w_1 = 1$), with and without rejection in the second level.

<table>
<thead>
<tr>
<th></th>
<th>MNIST</th>
<th>CVL</th>
<th>Devnagari</th>
<th>Oriya</th>
<th>Bangla digit</th>
</tr>
</thead>
<tbody>
<tr>
<td>lvl-1 error</td>
<td>0.44</td>
<td>0.82</td>
<td>0.14</td>
<td>0.65</td>
<td>0.28</td>
</tr>
<tr>
<td>lvl-1 rejection</td>
<td>15.81</td>
<td>38.69</td>
<td>24.10</td>
<td>38.30</td>
<td>29.92</td>
</tr>
<tr>
<td>Without lvl-2 error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rejection total error</td>
<td>0.86</td>
<td>3.17</td>
<td>0.82</td>
<td>2.30</td>
<td>1.80</td>
</tr>
<tr>
<td>With lvl-2 error</td>
<td>1.10</td>
<td>2.55</td>
<td>0.83</td>
<td>1.75</td>
<td>1.84</td>
</tr>
<tr>
<td>rejection lvl-2 rejection</td>
<td>8.10</td>
<td>13.85</td>
<td>6.72</td>
<td>10.70</td>
<td>9.36</td>
</tr>
<tr>
<td>total error</td>
<td>0.54</td>
<td>1.42</td>
<td>0.30</td>
<td>1.04</td>
<td>0.72</td>
</tr>
<tr>
<td>total rejection</td>
<td>1.28</td>
<td>5.36</td>
<td>1.62</td>
<td>4.10</td>
<td>2.80</td>
</tr>
</tbody>
</table>

the error rate is depicted in Fig. 6. In most of the databases, the error rate reaches a plateau with more than 100 prototypes. The evolution of the error rate in relation to the rejection rate of k-nn based on a consensus decision is depicted in Fig. 4 for $L_2$, and Fig. 5 for IDMD$_{sobel}$. Each point in the curves correspond to the choice of $k$ in the decision. For the MNIST, the error is 0.21%, which is approximately acknowledged as the human error rate, with a rejection rate of 2.06%. For a perfect accuracy, 8.51% of the patterns should be rejected.

Fig. 4. Evolution of the error rate in relation to the rejection rate based on a consensus decision given by $k$, with $L_2$. 

![Fig. 4. Evolution of the error rate in relation to the rejection rate based on a consensus decision given by $k$, with $L_2$.](image-url)
5.3. Rejection and subset of prototypes

The results corresponding to the cascade of decisions between $L_2$ and IDMD$_{sobel}$ are presented in Tables 9 and 10. First, despite a high threshold for the decision, there remains an error rate of 0.44% with the distance $L_2$ on MNIST. With the rejection option of the first level, 15.81% of the images are rejected to be processed by the second level. In the second level, which is intended to process the most difficult images, the error rate is 3.10%. Finally, the overall error rate on MNIST reaches 0.86%, showing that the combination of distances is as effective as a convolutional neural network using huge distortions. The same pattern of performance is observed on other databases of handwritten digits. However, for the other databases of characters, which contain noisy images and a large intraclass variability, the re-
Table 11. Comparison with other methods on MNIST with no distortion in the training database. (\(^1\): it depends on the chosen trade-off between performance and processing time.)

<table>
<thead>
<tr>
<th>Method</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDMD                                 (^1)</td>
<td>0.54</td>
</tr>
<tr>
<td>P2DHMM                                   (^2)</td>
<td>0.52</td>
</tr>
<tr>
<td>Shape Matching</td>
<td>0.63</td>
</tr>
<tr>
<td>Large Conv. Net (unsup. pretraining) (^3)</td>
<td>0.52</td>
</tr>
<tr>
<td>Conv. Net+SVM</td>
<td>0.83</td>
</tr>
<tr>
<td>This paper (IDMD)</td>
<td>0.64</td>
</tr>
<tr>
<td>This paper (^1) (L2+IDMD)</td>
<td>0.86</td>
</tr>
</tbody>
</table>

projection rate is high, involving the processing of most of the images at the second level. When we consider the possibility of rejecting images in the last stage of the combination (level 2), an error rate of 0.54\% is obtained with a rejection rate of 1.28\% of the test database.

5.4. Implementation and Computational demands

The methods were implemented with Matlab R2013a using a dedicated parallel implementation (Fig. 7). With a parallel implementation on three GPU cards (NVIDIA Tesla C1060), it takes about 237 seconds to get the distances for k-\(\text{nn}\) with the Euclidean distance (\(L_2\)) and \(k=500\), for processing the MNIST test database. The training database is split into three blocks that are processed by each GPU. In this case, the Euclidean distance between a test image and the block of training images is directly computed using the GPU. With a parallel implementation on a cluster using 50 cores (Intel Xeon X5650 2.66 Ghz) where the test database is split into 50 blocks, it takes about 700 seconds to process the MNIST test database with \(k\)-\(\text{nn}\), IDMD\(_{sobel}\), 500 prototypes, and \(k=3\). For IDMD, contrary to the Euclidean distance with GPUs, the test database is split. Each core processes a subset of test examples using the selection of prototypes that were obtained in the previous stage. The processing time is linearly dependent on the number of prototypes, and the number of images for the test. By applying the rejection rule at only the second level, the current implementation allows us to process MNIST under 6 min, with an error rate of 0.86\% (there is no training as it is a \(k\)-\(\text{nn}\) classifier). This error rate is close to the combination of a convolutional neural network and SVM proposed in \(^2\), with an error rate of 0.83\%. State of the art results are given in Table 11. It is worth noting that the main strength of the approach is the ratio processing time/performance, and not the performance only.

6. Discussion

The goal of this paper was to propose an efficient combination of distances that can be easily implemented on a computer cluster, and aims at becoming a stan-
Fig. 6. Evolution of the error rate (in %) in relation to the number of prototypes based on k-nn with $L_2$. The baseline corresponds to the use of 10 prototypes.

standard of comparison in handwritten character recognition benchmarks, thanks to its processing time and its easy implementation. By using the same processing technique throughout nine different databases of handwritten characters or digits, we have shown that it is possible to reach state-of-the-art performances with a single method, without adapting the parameters to each database. The best error rate is obtained with the IDMD (0.64%), which is close to 0.54% obtained with a large
Hierarchical K-Nearest Neighbor

(a) Euclidean distance (GPU)

(b) IDMD (HPC)

Fig. 7. Parallel implementation approach for k-nn with the Euclidean distance (Fig. 7(a)), and with IDMD (Fig. 7(b)).

convolutional network, with no distortion of the images for training the model. For the CVL database, the IDMD would have come in second place in the competition with an error rate of 3%. While MNIST and the CVL database are dealing with the same problem, the recognition of handwritten digits, the error rate between the two databases is significantly different, highlighting the complexity of the problem, and the amount of variation that may occur across images. For the Lampung database, IDMD outperforms the state-of-the-art method, from an error rate of 5.73% to 2.75%. With the hierarchical combination of distances, the processing time is significantly improved while keeping a low error rate (0.86%).

Whereas methods such as convolutional neural networks propose the best results in MNIST and other databases of images and signals, it can be difficult to determine the ideal architecture of the network without prior expertise relating to this problem. It is particularly true if artificial characters are created with elastic deformations, some knowledge of the script must be assumed: the parameters of the deformations, e.g. intensity, parameters of the Gaussian for filtering the random fields, must be carefully chosen. With IDMD, only three main parameters have to be chosen: the size of the possible shifts (w_0), the size of the neighborhood of each pixel (w_1), and the number of pre-processed images (w_2). To some extent, the three parameters can be assimilated to three transformations, and IDMD may be seen as a “deep distance”. In addition, a filtering method (e.g. Sobel) must be chosen to pre-process the images.

Since such a distance is computationally expensive, the technique must take advantage of parallel computing and computer clusters. We have proposed a cas-
cade of classifiers based on their computation times, which allows focusing on difficult images. Therefore, the speedup can be increased by both the number of computers/cores, and the rejection rule that limits the number of images to process with IDMD. The evolution of parallel computing enables a shift of paradigm for how machine learning and pattern recognition techniques should be employed. Image processing techniques that may only be used for natural image retrieval due to their computational costs may be used for handwritten character recognition thanks to parallel computing. The performance of the methods was assessed on nine databases, including seven different scripts. For some scripts, the introduction of images with important deformations may involve the introduction of patterns that do not correspond to the right class. The observation of the errors indicated that most of the errors, particularly for MNIST, were due to characters that were thick (e.g., images 948, 2463, 2131 in the test database). IDMD allows the invariance to local deformation but it remains sensitive to transformations such as dilatation, and large rotations. Since the possible deformations are dependent of the script, additional information could be added in IDMD. For instance, \( w_0 \) could be set in relation to the distance to the center of the images because points that are far from the center are more likely to be displaced at a further distance than points that are close to the center for rotated images. Finally, artificial patterns can be added in the databases to increase the size of the training database, and therefore increase the accuracy, but the parameters of the transformations have to be tuned in relation to the script.

In this study, the goal was to determine an efficient combination of distances for handwritten characters and digits from several scripts with a minimum number of hyper-parameters, and without prior knowledge of the script. The method is deterministic as it does not require the random initialization of some parameters. An important contribution in the present work is the benchmark of several distances for single handwritten character recognition, which are independent of the script: the parameters were set and used throughout the different data sets, ignoring the peculiar aspects of each script (e.g., structural features), in order to keep the same processing pipeline as the Latin digits (e.g., MNIST). This strategy has been proved successful as the accuracy reaches state-of-the-art levels in all the databases. The database of Indian digits and characters is noisy, and may require better denoising techniques. Moreover, a field of 28x28 can limit the performance of the method because it is probably too small to capture all the features of the Indian and Arabic characters. Furthermore, the gravity center may not be the ideal normalization technique for Indian characters, as it may be more judicious to exploit other structural features such as the presence of a headline.

7. Conclusion
This paper presents a benchmark of different distances on different scripts, and a comprehensive hierarchical combination of distances between gray level images
to obtain a relatively fast estimation of the performance for single handwritten character recognition thanks to the use of both GPUs and a High Performance Cluster. While classifiers based on non-approximate k-nn have poor performance for handwritten characters due to the $L_2$ distance, we have shown that the method is relevant for the recognition of handwritten digits, and characters in different scripts, with appropriate distances. By combining the advantages of parallel computing such as clusters and GPUs, and rejection rules, it is possible to significantly increase the speed of the approach, allowing the use of distances that are computationally expensive, such as the Image Deformation Model Distance. Further works will be carried out to optimize the parameters of the deformations in relation to a predefined script.
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