Thermal characterisation with modelling for a microgravity experiment into polycrystalline equiaxed dendritic solidification with in-situ observation
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Abstract

The Multiple Equiaxed Dendrite Interaction (MEDI) experiment was launched on the MASER-13 sounding rocket campaign to investigate polycrystalline equiaxed solidification in the transparent phase change material Neopentylglycol-30wt.%(d)Camphor. This material is of interest as an energy-storage material and as a transparent analogue system of solidification in hypoeutectic metal alloys with a Face Centred Cubic lattice. The liquid sample was cooled under a controlled rate of 0.75 K/min with sufficient time to allow semi-solid conditions to develop under microgravity conditions with the absence of gravity-driven convection. This manuscript provides details on the experimental apparatus and procedures. In addition, the experimental method has been augmented with a numerical model to assist with the characterisation of the essential thermal aspects of the experiment. The model followed a volume-averaging, continuum approach for mushy-zone development. A fast algorithm for computing non-isothermal crystallisation kinetics was applied to the case of binary alloy solidification. To build confidence, a formal numerical verification procedure was performed. The model converged sufficiently with second order accuracy as expected. Application of the model gave close agreement between experimental thermocouple readings and numerical simulation data with a Root Mean Square of 0.2 K for the error. A 2D thermal model is sufficient with a suitable heat loss coefficient at the sample-viewing window boundary. Thermal gradients within the sample and along the growth direction were uniform and approximately 0.3 K/mm. Lateral thermal gradients in the sample ranged from zero at the median plane to 0.3 K/mm at the boundary with the containing structure. However, temperature variation in the lateral direction was predicted to be less than 0.22 K.
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1 Introduction

Under microgravity conditions, the complicating effects of gravity-driven convection and buoyancy in a liquid phase are suppressed significantly. Hence, microgravity experiments are used to study solidification phenomena under diffusive conditions. Recent examples include dendritic growth in metallic alloys [1][2] and solidification in a transparent alloy [3]. Results from microgravity experiments (and the associated modelling work) provide fundamental benchmark data that can be compared to experimental data and model outputs where gravity-driven convection is included [4][5]. Hence, the effects of convection on the solidifying structure can be clearly understood.

The Columnar-to-Equiaxed Transition in SOLidification Processing (CETSOL) programme [6][7][8] is an example of a European Space Agency (ESA) Microgravity Application Promotion (MAP) that applies various microgravity platforms to study physical phenomenon. A CETSOL microgravity sounding rocket campaign, called the Multiple Equiaxed Dendrite Interaction (MEDI) experiment, was launched on December 1st 2015 from Esrange, Sweden. The MEDI experiment was part of the MASER-13 campaign. The objectives of MEDI were to examine equiaxed dendritic nucleation, growth, interaction, and impingement in a transparent hypoeutectic alloy system, Neopentylglycol-30wt.%(d)Camphor. Observations of equiaxed dendritic solidification were made in-situ and in real-time using optical methods at macro and micro length scales.

Any microgravity experiment that is designed to investigate solidification processes for a given alloy system will benefit from the application of dedicated thermal model. However, the details of any thermal characterisation procedures—the process of applying a suitable thermal model and appropriate boundary conditions—need to be demonstrated. The risk, due to the significant challenges posed, is that boundary conditions may be assumed without detailed quantitative analysis.

This contribution provides detail on the development and application of a numerical thermal model for the MEDI experiment and the thermal characterisation procedures used to determine appropriate boundary conditions. Thermocouple (TC) data from the experiment were compared with the model output and good agreement is demonstrated. The model provides, with confidence, a description of the thermal conditions experienced in the MEDI microgravity experiment on board the MASER-13 campaign.
1.1 Aims and objectives

The formal aims and objectives for this investigation are set out as follows:

(1) Describe the MEDI experimental set-up and procedures.
(2) Develop an appropriate thermal model of the experiment.
(3) Provide confidence in the model’s numerical scheme and results.
(4) Provide an assessment of the thermal conditions experienced during the experiment.

Section 2 of this manuscript, Experimental materials and methods, expands upon the first aim. Sections 3 describes the thermal model selected for the analysis and the process of determining the boundary conditions. Section 4 provides results—both experimental and simulation results with some explanations and preliminary discussion. Section 5 provides detailed discussion on the findings of the thermal characterisation. Section 6, the conclusion section, summarises the outcomes from this manuscript in the context of the stated aims and objectives.

2 Experimental materials and methods

2.1 Neopentylglycol-(d)camphor alloy

Neopentylglycol-30wt.% (d)Camphor is a hypoeutetic alloy with a well-defined phase diagram [9]. It is of interest as energy storage material and as an analogue to metal alloy solidification. In the liquid phase, the alloy is transparent at visible wavelengths; however, the solid phase has higher opacity to visible light. The solidifying dendritic solid can be clearly distinguished from the liquid. Significant experience had been developed with a similar alloy (with a composition of 37.5wt.% (d)Camphor) on board the TRACE microgravity campaign [3,10]. Table 1 provides thermophysical properties for the alloy. The raw materials Neopentylglycol (NPG) and (d)Camphor were purified by sublimation, alloyed under Argon atmosphere and delivered in glass syringes for filling into an evacuated experimental cell chamber.

Table 1 Thermophysical properties for Neopentylglycol-30%wt.- (d) Camphor.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity of liquid</td>
<td>$k_l$</td>
<td>0.12</td>
<td>[W/mK]</td>
<td>[11]</td>
</tr>
<tr>
<td>Thermal conductivity of solid</td>
<td>$k_s$</td>
<td>0.27</td>
<td>[W/mK]</td>
<td>[11]</td>
</tr>
<tr>
<td>Density of liquid or solid</td>
<td>$\rho$</td>
<td>960</td>
<td>[kg/m³]</td>
<td></td>
</tr>
<tr>
<td>Specific heat capacity of liquid</td>
<td>$c_{p(l)}$</td>
<td>211[J/kgK]+6.4[J/kgK²]T</td>
<td>[9]</td>
<td></td>
</tr>
</tbody>
</table>
Specific heat capacity of solid \( c_{p(s)} \) \( 940 \text{[J/kgK]}+4.2 \text{[J/kgK]}T \) \[9\]
Latent heat of fusion per unit mass \( L \) \( 23900 \text{[J/kg]} \) \[9\]
Equilibrium liquidus temperature \( T_L \) \( 352.45 \text{[K]} \) \[9\]
Equilibrium eutectic temperature \( T_E \) \( 326.05 \text{[K]} \) \[9\]
Melting temperature of pure NPG \( T_M \) \( 404.71 \text{[K]} \) \[9\]
Partition coefficient \( k_{part} \) \( 0.072 \) \([-]\) \[9\]
Diffusivity of solute in liquid \( D_L \) \( 97 \text{[µm}^2\text{/s]} \) \[9\]

2.2 Experiment apparatus

Airbus Defence & Space designed, built, and provided operational support on the MEDI experimental module. Figure 1 shows the experimental cell and reference coordinate system. Figure 2 shows a schematic for the thermal control system for the cell.

![Figure 1](image1.png) MEDI experiment cell.  
![Figure 2](image2.png) MEDI experiment module.

The cell volume for containing the alloy (the central volume in Figure 1) had nominal dimensions of 10 mm high (\( H \)), 13 mm wide (\( W \)), and 3 mm deep (\( D \)). A heated volume compensation reservoir was located in the top of the cell to deal with material expansion and shrinkage.

Peltier Element devices (PE in Figure 2) were employed at the top and bottom of the cell to control the temperatures so that a temperature gradient in the \( x \)-direction could be established. The PE devices had thermocouples embedded within their structure to permit temperature control at each device location. However, it should be noted that these thermocouples had insufficient proximity to the boundary of the experimental cell to be considered as boundary conditions for the cell volume.
Three Ni-CrNi TCs with diameter 0.25 mm were located in the $x$-$z$ median plane of the cell (see Figure 3) and were directly in contact with the alloy material. The TCs were located at heights 1.4 mm, 4.9 mm, and 8.2 mm relative to the bottom of the cell (i.e., the position selected as the experimental datum position: $x=0$ mm).

Solidification of the alloy was observed through a backlit quartz glass window, covered by acrylic glass on either side (parallel to the $x$-$z$ median plane). Digital images were recorded and stored on-board while an analogue video stream was used for experimental control on ground.

Two optical systems were employed: one to obtain a macroscopic view of the entire window; the other to obtain a microscopic view of individual dendritic crystals. For the macroscopic view, an overview digital image was captured (Figure 3) with a field of view (FoV) 13.6 mm wide by 10.9 mm high (1280 × 1024 pixels in size, giving an optical resolution of 10.625 μm/pixel). Images were recorded in 8-bit grayscale and at 10 frames per second. The depth of field was sufficient to include the full thickness of the sample (3 mm).

In the microscopic view, detailed digital images were obtained (see Figure 4 for an example) using microscope optics with a FoV 1.44-mm wide by 1.08-mm high (1600 × 1200 pixels in size); hence, giving an optical resolution of 0.9 μm/pixel. These images were recorded in 8-bit grayscale and at 20 frames per second. In the detailed microscopic view, stacks of images were recorded to capture focused detail by automated scan in the $y$-direction with 6 μm between each stack image. In both systems, camera parameters were optimised for brightness and contrast.
2.3 Experimental procedure

The following steps were taken before lift-off (LO): the sample was melted by applying a temperature of approximately 353.15 K (above the equilibrium liquidus temperature, \(T_L=352.45\) K) at the top and bottom of the experiment cell. Natural convective mixing of the molten liquid was induced by temperature inversion (i.e., making the top slightly colder than the bottom). Next, a stable temperature gradient was set up in the x-direction by setting the bottom heater temperature to 349.15 K and the top heater to 355.15 K. Sufficient time was provided for thermal equilibrium. At these settings, the entire sample volume was confirmed to be liquid. There were no observed nucleation events at this point in the experiment. With a starting time relative to LO of –235 s, the temperatures of the heaters were decreased simultaneously and in a controlled manner at a constant rate of 0.75 K/min. Thereafter, these thermal control settings were maintained during the rocket launch (LO at \(t=0\) s), motor separation, de-spinning of the payload, microgravity period and re-entry of the payload into the atmosphere. These control settings ensured that the first observed nucleation event occurred shortly after the start of the microgravity period, \(t=169\) s. The microgravity period, relative to LO, was approximately 6 minutes, from \(t=89\) s to \(t=468\) s.

3 Modelling methodology

This section describes the details of the mathematical model followed by details of the numerical implementation and verification procedure.

3.1 Governing mathematical model

3.1.1 Heat equation and equiaxed model

The general heat equation for a solidification process in the absence of convection [12][13] and volumetric radiation [14] is

$$\frac{\partial (\rho c_p T)}{\partial t} = \nabla (k \nabla T) + \rho L \frac{\partial f_s}{\partial t},$$

where \(\rho\) is density, \(c_p\) is specific heat capacity, \(T\) is temperature, \(t\) is time, \(L\) is the latent heat per unit mass and \(f_s\) is the volumetric solid fraction per control volume \((f_s=V_s/V_{CV})\). \(V_s\) is the volume of solid in a given control volume of size \(V_{CV}\). The thermal conductivity is given as \(k\). The second term on the right hand side accounts for the release of latent heat due to
solidification. Hence, the governing equation used here is a transient model with coupling between sensible and latent heat terms.

The following specific form of the heat equation was deemed appropriate,

$$\frac{\partial (\rho c_p T)}{\partial t} = \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \rho L g_s \frac{\partial \zeta_V}{\partial t} + \rho L \zeta_V \frac{\partial g_s}{\partial t}. \quad (2)$$

Heat flow is modelled in two directions, namely, $x$ and $y$ (Figure 1). The latent heat term has been expanded as two terms (a thickening term and an advancing term). The volumetric solid fraction within the mush is given by $g_s$. The volumetric fraction of mush within the control volume is given as $\zeta_V$ (also described as the grain fraction). These fractions are described mathematically as follows,

$$g_s = \frac{V_s}{V_m}, \quad (3)$$

$$\zeta_V = \frac{V_m}{V_{CV}}, \quad (4)$$

where $V_m$ is the volume of mush. The solid fraction of a control volume, $f_s$, is a product of the local solid fraction within the mush and the volumetric fraction of the mush, that is, $f_s = g_s \zeta_V$.

The benefit of expanding the latent heat term as two separate terms is that the thickening and the growth kinetics are treated separately. The thickening term requires a micro-segregation description to relate solid fraction to temperature. The advancement term requires both nucleation and growth information.

The solid fraction within the mush, $g_s$, can be approximated based on the Scheil micro-segregation principle for a eutectic alloy as follows,

$$g_s = \begin{cases} 
1 - \left( \frac{T_M - T}{T_M - T_L} \right)^{1/s_{\text{eut}}} & \forall \quad T_E < T < T_L \\
1 - \frac{H - \rho c_p T_E}{\rho L} & \forall \quad T = T_E 
\end{cases}, \quad (5)$$

$T_M$ is the melting point of the solvent, $T_L$ is the equilibrium liquidus temperature of the alloy, and $T_E$ is the equilibrium eutectic temperature of the alloy. The enthalpy is given as $H$. This method assumes that the solute flux from within the grain envelope to the external liquid is negligible. McFadden and Browne [13] provide further details on the detailed implementation of this algorithm.

Rappaz and Thévoz [15,16] provide an alternative method to estimate the fraction of solid
within an equiaxed mushy envelope. Similar to the Scheil approach, Rappaz and Thévoz assumed complete mixing of solute in the inter-dendritic liquid and no back-diffusion in the solid. However, solute balance at the circumference of the spherical envelope was assumed; therefore, a solutal boundary layer around the envelope was modelled. An analytical solution [16] was developed where the solute field ahead of the equiaxed dendrite tip was linearized and solute flux outside of the envelope was considered to give an estimation of solid fraction inside the mush, as follows,

\[ g_s = \frac{c^* - c_o}{c^*(1 - k_{part})} \left[ 1 + \frac{3}{2} Z + Z^2 + \frac{Z^3}{4} \right] . \tag{6} \]

where \( c^* \) is the composition of liquid at the tip and \( Z \) is the reciprocal of the grain Péclet number which is given by: \( Pe = \frac{v_{tip} R_g}{2D_l} \), where \( R_g \) is the grain radius and \( D_l \) the diffusion coefficient of solute in the liquid. In the application of the Rappaz-Thévoz models, the initial conditions are such that initial growth is set to occur as a solid sphere \( (g_s = 1) \) but quickly proceeds to represent a mushy spherical envelope \( (g_s < 1) \).

In ref. [15], it was shown that when the diffusion layer thickness is small, then the solid fraction calculation approached a Scheil calculation. Diffusion boundary layer thickness is directly proportional to the diffusivity of solute in liquid. We should note that for the alloy of interest here the diffusivity of solute in liquid is two orders of magnitude lower than for a typical binary aluminium alloy. This value for diffusivity suggests that the solutal boundary layers should be small. Nevertheless, a direct comparison has been made using results from each approach, i.e., using equation (5) versus equation (6). Results from each method are shown in section 4 with discussion provided in section 5.2.1 of this manuscript.

The fraction of mush, \( \zeta_V \), is calculated using the well-established Johnson-Mehl-Avrami-Kolmogorov [17–21] (JMAK) equation as follows,

\[ \zeta_V = 1 - \exp(-\zeta_{V,EX}) \] \tag{7} 

where \( \zeta_{V,EX} \) is the extended volume fraction of mush. Mirihanage and Browne [22] describe a similar approach to equiaxed solidification.

Extended volume fraction of mush is calculated on the assumption that each equiaxed dendrite is contained within a spherical envelope of mush, with phantom growth and overlapping mush volumes included in the extended volume calculation. (See reference [23] for a thorough explanation of the phantom growth and extended volume concepts in respect
of the JMAK model.) In a transient situation, the Quasi-Static Steady (QSS) approach is used to calculate extended volume fraction of mush as follows,

$$
\xi_{V,EX} = \frac{4\pi}{3} \int_0^{t_n} \left( \int_{t_n}^{t} n_{vt} v_{vt} dt' \right) dt_n ,
$$

(8)

where $N(t_n)$ is the nucleation rate and $t_n$ is an intermediate time variable (interpreted as the time since nucleation); $t'$ is another intermediate time variable used for integration purposes. The dendrite tip velocity, which has been determined experimentally [24], has the following form,

$$
v_{vt} = C_t \Delta T^b ,
$$

(9)

where $C_t$ is a dendritic growth coefficient and $b$ is a growth exponent. The undercooling at the tip is given as,

$$
\Delta T = T_L - T .
$$

(10)

The nucleation rate, $N(t)$, represents the number of new nuclei formed per unit volume per unit time; hence, it is a volumetric nuclei density rate. Assuming that nucleation follows a Gaussian distribution on nucleation undercooling, $\Delta T$, the nucleation rate is given as,

$$
\dot{N}(t) = \frac{\dot{T} N_o}{\Delta T_o \sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( \frac{\Delta T - \Delta T_o}{\Delta T_o} \right)^2 \right] ,
$$

(11)

where $\dot{T}$ is the rate of change of temperature, $N_o$ is the maximum nuclei density, $\Delta T_o$ is the arithmetic mean for nucleation undercooling and $\Delta T_o$ is the standard deviation of nucleation undercooling.

During phase change, the thermophysical properties ($k$ and $\rho c_p$) of semisolid CVs are assumed to follow a law of mixing between the relevant liquid and solid properties. The thermal conductivity, $k$, is given generally as

$$
k = f_s k_s + (1-f_s) k_l .
$$

(12)

A similar approach is used for calculating the volumetric specific heat, $\rho c_p$. This law of mixing approach is adopted from literature [13].
3.1.2 Boundary conditions

The governing equation is applied to the finite volume of the sample, however, recognising that a computational domain encompassing the entire sample has symmetry in the y-direction, computational effort is reduced by halving that domain through the x-z median plane and setting an adiabatic boundary at the plane of symmetry. The heat flux at this boundary is defined by a second kind (Neumann) boundary condition, as follows,

\[ -k \frac{dT}{dy} \bigg|_{y=0} = 0. \tag{13} \]

At the opposing boundary (i.e., where the sample meets the glass window) the heat flux is non-zero, transient, and a function of position. Therefore, a third kind (Robin) boundary condition is assumed,

\[ -k \frac{dT}{dy} \bigg|_{y=D/2} = h_{loss} \left( T_\infty - T(x, \frac{y}{2}, t) \right), \tag{14} \]

where \( h_{loss} \) is the heat transfer coefficient and \( T_\infty \) is the ambient temperature in the rocket module. The heat transfer coefficient, \( h_{loss} \), is a simplification, and is intended to act as an overall coefficient for the composite structure of the quartz glass window, spacers, plastic cover, and interfaces. This simplification gives the distinct advantage that we need not determine thermal resistances for each structural component within the apparatus; instead one overall coefficient is sufficient.

The temperature at the cell interfaces in contact with PE devices at the bottom (\( x=0 \)) and top (\( x=H \)) of the cell are defined by first kind (Dirichlet) boundary conditions, respectively, as follows,

\[ T(0, y, t) = T_c(t) \tag{15}, \]

\[ T(H, y, t) = T_h(t) \tag{16}, \]

where \( T_c \) and \( T_h \) are reference temperatures. These reference temperatures were determined using linear extrapolation of the historical TC measurements from within the experimental cell.

At \( x=0 \) the temperature was controlled by the cooler PE (PE-C) and, at \( x=H \), by the hotter PE (PE-H). Temperatures from each PE device, \( T_{PE-H} \) and \( T_{PE-C} \), were recorded during the full duration of the experiment. As previously mentioned, these PE temperatures were recorded at some location too far from the sample boundary to be considered for direct use in
the boundary conditions. However, the offsets between the recorded temperatures in at the PE devices and the temperatures extrapolated at the respective PE-cell interfaces are reported as follows,

\[ T_{\text{offset-C}} = T_C - T_{PE-C} \]  
\[ T_{\text{offset-H}} = T_H - T_{PE-H} \]  

(17)  
(18)

The offset temperatures \( T_{\text{offset-C}} \) and \( T_{\text{offset-H}} \) relate to the cold and hot PE devices, respectively. This presentation of the data is convenient because the values for the BCs in equations (15) and (16) can be determined from the measured heater temperatures, \( T_{PE-C} \) and \( T_{PE-H} \), adjusted by the appropriate offset temperature, \( T_{\text{offset-C}} \) or \( T_{\text{offset-H}} \).

3.2 Numerical model

The control volume method with an explicit numerical scheme is applied to equation (2). Iteration within time steps is required due to the non-linear nature of the Scheil equation. The control volume depth is taken to be the sample width \( (W) \), i.e., the typical control volume size is,

\[ V_{CV} = W \Delta x \Delta y \]  

(19)

The JMAK model requires double integration at each time step. In the model, latent heat and sensible heat are coupled through the transient heat equation. Because of the transient nature of the model, the computational burden of the double integration becomes cumbersome as time marches onwards at each point in the simulation. Heeg [25] has demonstrated a fast algorithm for treating the double integral in equation (8). This algorithm identifies four individual cumulative parameters that need only be updated at each explicit time step. Hence the need for a historical double integration is removed. Improvements to the computational speed of the current algorithm are comparable to those report in the original reference [25].

3.2.1 Numerical domain

Figure 5 shows the numerical domain consisting of an orthogonal fixed grid of CVs, and a cross-section of the MEDI experiment cell. The coordinate system is located such that \( x=0 \) corresponds to the colder PE interface with the experimental cell and \( x=H \) corresponds to the hotter PE interface to the cell. The dimension \( y=0 \) refers to the \( x-z \) median plane and \( y=D/2 \) corresponds to the interface between the cell and the quartz glass window. Half-size and quarter-size control volumes are placed at the boundary interfaces and corners, respectively.
3.2.2 Verification

If validation is the process of finding agreement between numerically simulated and experimentally measured datasets, then verification is the process of confirming that numerical errors in the simulation are minimal. A verification step in any simulation is essential because it provides confidence in a numerical scheme before comparisons with experimental data are attempted [5].

Complete verification of the numerical code requires a closed form analytical solution (for comparison purposes) as demonstrated in [26]. However, where a closed form solution is not available (as is the case here) verification of the numerical scheme is achievable through a grid refinement study [27]. A grid refinement study involves comparison of simulation results from three different grid resolutions. Where the grid refinement factor (λ) is fixed, i.e., $λ = Δx_2/Δx_1 = Δx_3/Δx_2$ and $λ = Δy_2/Δy_1 = Δy_3/Δy_2$, the observed order of accuracy of the numerical scheme ($p$) can be calculated as follows,

$$p = \frac{\ln \left( \frac{T_{sim_3} - T_{sim_2}}{T_{sim_2} - T_{sim_1}} \right)}{\ln λ},$$

where $T_{sim}$ is the full numerical solution and the subscript refers to the level of grid refinement, in this case level 1 is the finest grid, level 2 is the median grid and level 3 is the coarsest grid. The comparison of the numerical solutions is made convenient when grid points at each grid resolution align exactly as the grid is refined. Given the temperature field from three simulations, the $L_2$ norm is employed to make each comparison, for example, as follows,
\[
T_{\text{sim}2} - T_{\text{sim}1} = \frac{1}{n_{CVs}} \sqrt{\sum_{i,j}^{n_{sim}} (T_{\text{sim}2(i,j)} - T_{\text{sim}1(i,j)})^2},
\]

where the subscripts \(i\) and \(j\) refer to the grid points of the more coarse grid (the grid co-ordinates of which are common to both grids), and \(n_{CVs}=\text{nrows} \times \text{ncols}\) of the more coarse grid. If \(p\) is adequately close to the expected formal order of accuracy then the scheme is deemed to be verified. The expected formal order of accuracy in our case is two.

### 3.2.3 Simulation inputs

Table 2 shows the simulation specific inputs to the numerical model.

<table>
<thead>
<tr>
<th>Input</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation start time (relative to lift off)</td>
<td>(t_{\text{start}})</td>
<td>–300</td>
<td>[s]</td>
</tr>
<tr>
<td>Simulation end time (relative to lift off)</td>
<td>(t_{\text{end}})</td>
<td>550</td>
<td>[s]</td>
</tr>
<tr>
<td>Nominal cooling rate (from (t=-235) s)</td>
<td>(\dot{T})</td>
<td>–0.75</td>
<td>[K/min]</td>
</tr>
<tr>
<td>Grid size in (x) (\text{nrows}=33)</td>
<td>(\Delta x)</td>
<td>0.3125</td>
<td>[mm]</td>
</tr>
<tr>
<td>Grid size in (y) (\text{nrows}=9)</td>
<td>(\Delta y)</td>
<td>0.1875</td>
<td>[mm]</td>
</tr>
<tr>
<td>Numerical time step</td>
<td>(\Delta t)</td>
<td>0.05</td>
<td>[s]</td>
</tr>
<tr>
<td>Heat transfer coefficient at (y=D/2)</td>
<td>(h_{\text{loss}})</td>
<td>0.85</td>
<td>[W/m²K]</td>
</tr>
<tr>
<td>Ambient environment temperature</td>
<td>(T_\infty)</td>
<td>303.15</td>
<td>[K]</td>
</tr>
<tr>
<td>Dendrite growth coefficient [24]</td>
<td>(C_t)</td>
<td>6.54469\times10^{-10}</td>
<td>[m/s/K^4]</td>
</tr>
<tr>
<td>Dendrite growth exponent [24]</td>
<td>(b)</td>
<td>4</td>
<td>[-]</td>
</tr>
<tr>
<td>Nuclei density</td>
<td>(N_0)</td>
<td>9\times10^9</td>
<td>[1/m³]</td>
</tr>
<tr>
<td>Mean nucleation undercooling</td>
<td>(\Delta T_\circ)</td>
<td>9.5</td>
<td>[K]</td>
</tr>
<tr>
<td>Standard deviation of nucleation undercooling</td>
<td>(\Delta T_\sigma)</td>
<td>0.55</td>
<td>[K]</td>
</tr>
</tbody>
</table>

Various grid sizes were applied in the verification procedure, ranging from \(\Delta x=1.25\) mm (\text{nrows}=9) to \(\Delta x=0.078125\) mm (\text{nrows}=129), and \(\Delta y=1.5\) mm (\text{nrows}=3) to \(\Delta y=0.046875\) mm (\text{nrows}=33). As will be shown in the verification results section, the grid resolution listed in Table 2 is adequate. The nucleation data shown have been determined through an alternative investigation into the nucleation kinetics. The results from that investigation are deemed to be beyond the scope of the current manuscript.

### 4 Results

#### 4.1 Experiment results

Figure 6 shows the measured thermal history for the hot PE and cool PE, and at the three TC locations inside the cell volume containing the sample.
Figure 6 MEDI experiment measured thermal history at the hot ($T_{PE-H}$) and cool ($T_{PE-C}$) Peltier element devices, and at the three thermocouple locations, $x=1.4$ mm ($T_3$), $x=4.9$ mm ($T_2$), and $x=8.2$ mm ($T_1$).

Figure 7 shows a plot of the temperature differences ($T_{offset-H}$ and $T_{offset-C}$) between the PE measured temperatures and that extrapolated from the TCs (inside the experimental cell). The results from a fitting exercise for each offset are shown.

Figure 7 Hot side offset (red) and cold side offset (blue) for each PE device. (Linear fits with fitting data provided). [Refer to equations (17) and (18)]

4.2 Numerical results

4.2.1 Verification results

Figure 8 shows a plot of the observed order of accuracy ($p$) with respect to the number of
control volumes in the domain ($n_{CVs}=$ncols×nrows) at the median grid resolution (level 2 in equation (20)) of the verification procedure. Results corresponding to three median grid resolutions: a coarse grid (17×5), a medium grid (33×9), and a fine grid (65×17), are shown.

Figure 8 Numerical scheme order of accuracy, $p$, as a function of the number of control volumes, $n_{CVs}$, in the numerical domain at various simulation times. [Refer to equation (20)]

Figure 9 Simulated thermal history (Scheil approach, dashed lines) superimposed on the experiment thermal history (solid lines) at the three thermocouple locations, $x=1.4$ mm ($T_3$), $x=4.9$ mm ($T_2$), and $x=8.2$ mm ($T_1$), and the estimated PE interface temperatures, $x=0$ mm ($T_C$) and $x=10$ mm ($T_H$).
Figure 10 Difference between the simulated and measured thermal history at three thermocouple locations. Subscript ‘RT’ specifically refers to the simulation where internal solid fraction was calculated using the method of Rappaz and Thévoz (equation (6) ref. [16]). Otherwise, Scheil (equation (5)) was used.

Figure 9 shows the simulated thermal history (dashed lines) superimposed on the experimental thermal history (solid lines) at each of the three TC locations. The hot side ($T_H$) and cool side ($T_C$) reference temperatures are shown (as dotted lines). Figure 10 shows the difference between the simulated and measured thermal history at each of the three TCs locations; included here are data for a comparative simulation carried out where the internal solid fraction, $g_s$, is calculated using the method of Rappaz and Thévoz [16].

Figure 11 shows a typical thermal profile calculated using the numerical model with Scheil; a contoured plot of temperature is shown (results are mirrored about the adiabatic boundary at $y=0$).

Figure 11 Typical thermal profile of the numerical domain at time: $t=350$ s. The solution is mirrored about $y=0$. Control volumes boundaries are shown as dashed lines. Equation (5) used.
5 Discussion

5.1 Experimental measurements

5.1.1 Thermal disturbance due to rocket de-spinning

Figure 6 shows the measured thermal history of the MEDI experiment. Disturbances were observed on the three internal thermocouples at around \( t = 30 \) s. These disturbances coincided with the sharp reduction in the angular momentum of the rocket known as de-spinning. During the launch and motoring phase, sounding rockets spin around their axis. Prior to the microgravity phase the rocket must de-spin. The de-spinning event caused the unwanted artefacts in the thermal results due to induced convective mixing in the liquid. Nevertheless, the thermal transients associated with this de-spinning event had sufficient time to terminate and temperature histories had stabilised (at about \( t = 100 \) s) before the first observed nucleation event. All equiaxed dendrites appearing in the sample (the first of which appeared at \( t = 169 \) s) remained stationary in a quiescent liquid phase; thus allaying any concerns with the de-spinning event.

5.1.2 Temperature offsets

Figure 7 shows the calculated temperature differences \( T_{\text{offset-H}} \) and \( T_{\text{offset-C}} \). A linear fitting exercise was performed and lines of best fit were established for each temperature dataset, as follows (units shown in square brackets),

\[
T_{\text{offset-H}}(t) = 1.761 \times 10^{-3} \text{[K/s]} \ t \text{[s]} - 2.5 \text{[K]} \tag{22}
\]

\[
T_{\text{offset-C}}(t) = 1.733 \times 10^{-3} \text{[K/s]} \ t \text{[s]} + 0.9 \text{[K]} \tag{23}
\]

The offsets varied linearly with time. These functions are reported for practical convenience; interface temperatures, \( T_H \) and \( T_C \), may be reconstructed using recorded flight data from each PE device with the appropriate offset applied.
5.2 Modelling and simulation

5.2.1 Comparative analysis of solid fraction models

As mentioned in Section 3.1.1, two approaches to solid fraction evolution were investigated: a Scheil approach using equation (5) and a Rappaz and Thévoz [16] approach using equation (6). In order, to calculate the grain Péclet number in the Rappaz Thévoz equation, the average grain radius in each CV was used. As shown in Figure 10, the differences in thermal history between the two approaches were found to be negligible with only a slight deviation observable at the end of the microgravity period where the Rappaz Thévoz approach gave a slightly higher prediction of temperature. This higher temperature prediction was due to a higher solid fraction estimate from the Rappaz Thévoz approach. Figure 12 shows the overall solid fraction evolution for the entire cell as predicted by the respective models. The calculations gave an upper value of 0.042 using Scheil and 0.064 using Rappaz-Thévoz. Accounting for the axial thermal gradient, the peak solid fraction values in the simulations were recorded near the cold interface. The peak values were 0.18 based on Scheil and 0.20 based on Rappaz-Thévoz. The low solid fraction levels and low diffusivity of solute in liquid explain why negligible differences existed between the simulated thermal histories reported in Figure 10.

To provide context, we consider that the temperature differences between the Scheil and Rappaz-Thévoz simulations are less than the expected systematic error for the thermocouples (which had a measurement uncertainty range of +/- 0.75%). The following discussion points refer specifically to results generated using the Scheil approach, but would also apply generally to results generated using the Rappaz Thévoz method.
Figure 12 Overall solid fraction in the entire cell plotted against time, as predicted using the Scheil-based model, equation (5), and Rappaz and Thévoz model, equation (6), to calculate the internal solid fraction within the mush.

5.2.2 Dimensionality of the model

A question arises on the correct form of the heat equation and whether a 1D, 2D, or 3D model should have been applied. Initially, it was assumed that a 1D-heat equation in the $x$-direction with an additional term for lateral heat loss to the environment would suffice (similar to the approach found in reference [28]). Several unsatisfactory attempts were made using the 1D approach and a decision was made to expand the dimensionality of the model. After reviewing the solidification sequences in the $x$-$z$ plane and upon observing the uniform directionality of the equiaxed front in the $z$-direction, evidence supported the assumption that temperature gradients in the $z$-direction were marginal and could be ignored.

Thermocouples were aligned with the $x$-$z$ median plane only; hence it was impossible to distinguish thermal data in the $y$-direction. Furthermore, camera angles could not provide distinct solidification data on the $x$-$y$ plane.

Because quartz glass windows were used to contain the alloy on both sides in the $y$-direction, thermophysical properties of materials in $y$-direction were reviewed. Specific focus was placed on thermal conductivities and geometry. The thermal conductivities of the alloy in both liquid and solid state are lower than that of the glass window ($k_{\text{glass}}$=1.3 W/mK). Thermal resistance is given as $R_t=L_{\text{char}}/kA$, where $L_{\text{char}}$ is characteristic length and $A$ is surface area. The characteristic length of the experimental cell was taken as half of its depth in the $y$-direction (1.5 mm), whereas the characteristic length of the glass was taken as the full thickness (3 mm). The ratio of thermal resistances ($R_{\text{alloy}}/R_{\text{glass}}$) was in the range 2.4 (solid alloy-glass interface) to 5 (liquid alloy-glass interface). As a heuristic rule, when the
ratio of internal to external thermal resistances is greater than 0.1 then temperature gradients in the structure should be considered [29].

The absence of measured data in the $y$-direction and the concern raised by the ratios in thermal resistances confirmed the decision to proceed with a 2-dimensional model of heat flow in the $x$-$y$ plane. Ultimately, however, temperature variation in the $y$-direction was predicted to be less than 0.22 K.

5.2.3 Simulation verification

The expected order of accuracy of the numerical scheme is two; from Figure 8 it is clear that the observed order of accuracy ($p$) converged towards this value as the grid resolution was refined. This shows that errors associated with the higher order terms omitted from the difference equations (terms associated with a Taylor series approximation of the partial derivatives) were approximately zero and may therefore be neglected [27]. The scheme is adequately converged at the medium (33×9) and fine (65×17) grids; both grids having $p > 1.98$. Simulations results were processed using the medium grid.

5.2.4 Simulated thermal histories

Figure 9 shows the simulated thermal histories and the measured thermal history at each thermocouple position within the sample. Furthermore, Figure 10 shows the differences between the simulated and experimentally measured temperatures at each thermocouple against time. The largest deviation between simulated and measured data is less than 0.9 K and is due to a transient deviation caused by the rocket de-spinning. Otherwise, during the microgravity phase ($t=89$ s to $t=468$ s), the maximum temperature differences between simulated and measured temperatures were less than 0.4 K for $T_1$, less than 0.8 K for $T_2$, and less than 0.4 K for $T_3$. The root mean squares of the differences during the entire simulation were 0.18 K at $T_1$, 0.27 K at $T_2$, and 0.20 K at $T_3$. The root mean square (RMS) of the differences during the microgravity period were 0.09 K at $T_1$, 0.21 K at $T_2$, and 0.22 K at $T_3$.

Figure 11 shows the temperature field and several isotherms over the numerical domain at time $t=350$ s. It is clear that simulated isotherms are curved, which indicates bi-axial heat flow in $x$ and $y$ directions.
5.2.5 Boundary conditions

The heat loss at the interface to the quartz glass is characterised by the coefficient $h_{loss}$ at the boundary where $y=D/2$. Figure 9 shows the optimal result with $h_{loss}$ set at 0.85 W/m$^2$K. This optimal value of coefficient was determined after a sensitivity analysis where a parameter variation on $h_{loss}$ was applied to the model. Figure 13 shows demonstrative results of the simulated temperature histories with $h_{loss}$ set low at 0.425 W/m$^2$K and high at 1.7 W/m$^2$K.

The Root Mean Square (RMS) of the error between simulated and measured temperatures was determined over the microgravity period for each simulation run. The optimal setting with $h_{loss}=0.85$ W/m$^2$K gave an RMS of 0.2 K. A 10% increase in $h_{loss}$ above the optimum yielded an RMS of 0.25 K; whereby, a decrease of 10% below the optimum yielded an RMS of 0.21 K. Hence, a $h_{loss}$ parameter setting of 0.85 W/m$^2$K returned the minimum RMS value and was therefore deemed optimal.

![Figure 13 Simulated thermal history](image)

Figure 13 Simulated thermal history with $h_{loss}=0.425$ W/m$^2$K (simulation-A) and $h_{loss}=1.7$ W/m$^2$K (simulation-B) superimposed on the experiment thermal history (solid lines) at locations, $x=1.4$ mm ($T_3$), $x=4.9$ mm ($T_2$), and $x=8.2$ mm ($T_1$).

5.3 Further results for discussion

At any given time, isotherm curvatures show a tendency to increase with temperature along the sample. This feature of the results is explained by examining the lateral heat flux in the $y$-direction. The temperature difference, $T_w - T(x, D/2, t)$, causes the heat flux on the quartz glass interface perpendicular to the $x$-$z$ plane. As shown in Figure 14 (a), the heat flux at the
quartz glass interface increases in the $x$-direction. In other words, at higher temperatures in the sample more heat is lost in the lateral direction.

Figure 14 (a) Heat flux at the domain boundary: $y=D/2$. (b) Temperature gradient in the $x$-direction. (c) Temperature gradient in the $y$-direction. (d) Ratio of temperature gradient in the $y$-direction to temperature gradient in the $x$-direction. (All plots are for time: $t=350$ s.)

It is also interesting to examine the temperature gradients in the $x$ and $y$ directions, $G_x=dT/dx$ and $G_y=dT/dy$, respectively. Figure 14(b) shows that $G_x$ is about 0.3 K/mm over the majority of the domain. In Figure 14(c) we see that $G_y$ is zero at the axis of symmetry ($y=0$) and reaches a maximum along the $y=D/2$ boundary. The maximum lateral gradient at this interface is about 0.3 K/mm. Figure 14(d) shows the ratio of the temperature gradients ($G_y/G_x$). The results show that uniaxial temperature gradient conditions exist in the $x$-direction along the median plane, $y=0$, but equi-biaxial temperature gradients exist near the boundary to the quartz glass, $y=D/2$. However, due to the low thickness of the sample in the $y$-direction, the maximum temperature difference between the sample centre and the quartz-glass interface at any $x$ position is less than 0.22 K.

6 Conclusion

The objectives of this work, as previously stated in Section 1.1, were:

1. Describe the MEDI experimental set-up and procedures.
2. Develop an appropriate thermal model of the experiment.
3. Provide confidence in the model’s numerical scheme and results.
4. Provide an assessment of the thermal conditions experienced during the experiment.

The MEDI experimental material, apparatus, and procedures were explained and measured thermal data was provided.
The details of an appropriate 2D thermal model of the experiment were described. The model allowed for transient heat flow with internal latent heat generation based on a continuous nucleation scheme (a Gaussian nucleation distribution). A fast algorithm was implemented into the model, which allowed for an order of magnitude improvement in the computational processing speed. A comparative analysis of internal equiaxed solid fraction was performed using an internal Scheil microsegregation model versus an analytical Rappaz and Thévoz [16] model. The different approaches gave comparable thermal results, but the Rappaz-Thévoz model gave slightly higher solid fraction predictions. The experimental results did not permit a direct validation against solid fraction evolution, but given the available temperature data, the internal Scheil approach gave marginally better agreement accounting for latent heat release. It was concluded that for the purposes of thermal characterisation (which is the main aim of this manuscript) the differences between a Scheil and a Rappaz-Thévoz approach were negligible for this alloy up to undercooling levels and solid fractions experienced during the experiment.

A formal verification procedure was performed on the model and satisfactory results were obtained. The model was shown to converge with second order accuracy; thus providing confidence in the discretisation scheme selected for the numerical model.

The model was applied to assess the thermal conditions during the experiment. Comparisons between simulated thermal histories and the measured thermal data showed good agreement because suitable boundary conditions were developed for all interfacing planes of the domain. Through extensive investigation, a suitable heat loss coefficient was determined for the domain boundary where the alloy was in contact with the viewing window. To reduce computational burden, an adiabatic boundary was applied at the plane of symmetry. The model showed that a consistent axial temperature gradients, $G_x$, of 0.3 K/mm was achieved as expected. The model predicted varying lateral temperature gradients, $G_y$, ranging from 0.0 to 0.3 K/mm. However, the resulting temperature variation in the $y$-direction was marginal – variation of no more than 0.22 K from the median plane to the quartz glass interface at any given height over all times.

Bellet et al. [5] highlight the importance of comparative benchmarking in the model development process using the example of columnar solidification. Benchmark data is required for comparison purposes. However, experimental validation is an important procedure in solidification modelling. The results from this investigation may be used as experimental benchmark data towards the verification and validation of models where
multiple equiaxed diffusion-controlled solidification is assumed. For future reference, Table 1 provides a summary of all the thermophysical data for the alloy. Table 2 provides the simulation data developed and used throughout this analysis. The dataset from this research have been made available for download from [McFadden, Shaun; Mooney, Robin Patrick; Sturz, Laszlo; Zimmermann, Gerhard (2017), “MEDI microgravity experiment Thermal Dataset”, Mendeley Data, v2] with acknowledgement to the European Space Agency CETSOL Programme.
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